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Accessing Files

All materials are written in R and compiled in Jupyter Notebook 
files, which are available on the HPRC systems.

Now, let’s log in to the ACES portal to retrieve the files!
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Accessing ACES via the Portal (ACCESS)

Log-in using your ACCESS or 
institutional credentials. 

Select the Identity Provider 
appropriate for your account.
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Type ‘cp -r /scratch/training/2025-R-Carbon-Workshop $SCRATCH’ 
in the terminal interface.
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Here it is!
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Create the interactive sessions. 
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Alternatively:
Optional environment: 
/sw/hprc/sw/Anaconda3/2022.10/envs/hprc_2025_carbon
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https://hprc.tamu.edu

HPRC Helpdesk:
help@hprc.tamu.edu
Phone: 979-845-0219

Take our short course survey!

https://u.tamu.edu/hprc_shortcourse_survey 

Help us help you.  Please include details in your request for support, such as, Cluster (ACES, 
FASTER, Grace, Launch), NetID (UserID), Job information (JobID(s), Location of your jobfile, 
input/output files, Application, Module(s) loaded, Error messages, etc), and Steps you have 
taken, so we can reproduce the problem.
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