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Accessing Files

All materials are written in R and compiled in Jupyter Notebook
files, which are available on the HPRC systems.

Now, let's log in to the ACES portal to retrieve the files!
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ACES Portal

TEXAS A&M HIGH PERFORMANCE RESEARCH COMPUTING 2080 ACES OnDemand Portal

Home  User Services Resources Research  Policies Events Training  About [ Portal
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Grace Portal

FASTER Portal

Quick Links

New User Information
Accounts
Apply for Accounts
Manage Accounts

FASTER Portal (ACCESS)

ACES Portal (ACCESS)
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ACCELERATING COMPUTING

ACES Portal portal-aces.hprc.tamu.edu FOR EMERGING SCIENGES
is the web-based user interface for the ACES cluster

Open OnDemand (OOD) is an advanced web-based et
graphical interface framework for HPC users N

OnDemand version: 3.0.0
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Accessing ACES via the Portal (ACCESS)

ALLOCATIONS SUPPORT OPERATIONS METRICS

ZACCESS

Consent to Attribute Release

TAMU ACES ACCESS OIDC requests access to the following information. If you do not approve this request, do not proceed.

« Your ClLogon user identifier
« Your name
‘our email address
isername and affiliation from your identity provider

elect an Identity Provider

ACCESS CI (XSEDE)

[ |Remember this selection @
LOGION

Select the Identity Provider

¥ACCESS

If you had an XSEDE account, please enter your XSSEDE
username and password for ACCESS login.

ACCESS ID

ACCESS Password

Register foran ACCESS ID
Forgot your password?

Need Help?

Log-in using your ACCESS or

appropriate for your account. institutional credentials.
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ACES OnDemand Portal Jobs ¥ Clusters ¥ Interactive Apps ¥  Affinity Groups ¥ Dashboard ¥  Utilities ¥ @ My Interactive Sessions @ Help ¥ & Logged in as u.sl17]

s /scratch/user/u.sl170446 I - - N - =
Jscratchjuser/u.s170446 [ >_ Open in Terminal ‘ > [ C Refresh H <+ New File ” New Directory ] X, Upload |8 Copy

4 Home Directorv

A Home Directory

| scratch [ user [ u.sl170446 /

BB /scratch/userfu.sl170446
) Show Owner/Mode  [J Show Dotfiles Filter:

Showing 3 r¢

Name Modified at

ondemand 3/13/2024 9:26:34 PM
PIP_CACHE 3/13/2024 6:02:06 PM

4/9/2024 2:10:00 PM
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Type ‘cp -r /scratch/training/2025-R-Carbon-Workshop $SCRATCH!
in the terminal interface.

Te 'hoqa vi h guotas again.
[u.s1170446@aces-1ogin3 u.s1170446]$ cp -r /scratch/training/2025-R-Carbon-Workshop $SCRATCH
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4 Home Directory

[J Show Owner/Mode  (J Show Dotfiles  Filter:

@8 /scratch/user/u.sl170446

Showing 4 rows - 0 rows selected

Name Modified at

2025-R-Carbon-Workshop 3/26/2025 11:37:24 PM
ondemand 3/13/2024 9:26:34 PM
PIP_CACHE 3/13/2024 6:02:06 PM

4/9/2024 2:10:00 PM

Here it is!
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img

installation

output
01-R_workshop_carbon_cycle_Basics.ipynb
02-R_workshop_carbon_cycle_ML.ipynb
03_R_workshop_carbon_cycle_ML.ipynb

04-R_workshop_carbon_cycle_Summary.ipynb
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4.29 MB

236.21kB

413 MB

2.50 kB




Create the interactive sessions.

Files ¥ Jobs ~

Home / My Interactive S¢

Interactive Apps

GUI

e VNC
Imaging

3 CryoSPARC
{ ImageJ

& Jmol

/) Paraview

i CiSTEM
Servers

= Jupyter Notebook

= JupyterLab
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Clusters v | Interactive Apps ~ | Affinity Groups ~

GUI

we VNC

Imaging

3% CryoSPARC
i ImageJ

& Jmol

/) Paraview

#u CiSTEM

Servers

= Jupyter Notebook

= JupyterLab

= JupyterLab (GeoDS)

© RStudio
TensorBoard

= Tutorials OnDemand

- Tutorials OnDemand (short course)

Dashboard ~

1S)

ab server on th

ivated

2.10/envs/hprc_

2nt to be actival
nvironment for 1

it must have bet¢
ited in the Modt

tware that supp

JupyterLan

= JupyterLab (GeoDS)

© RStudio

+ TensorBoard

Tutorials OnDemand

= Tutorials OnDemand (short
course)

Number of hours (max 4)

4

Number of cores (max 4)

4

Total GB memory (max 20)

20

Account

This field is optional.

Email

This field is optional.

| would like to receive an email when the session starts

* The JupyterLab (GeoDS) session data for this session can be accessed under

the data root directory.




Alternatively:
Optional environment:

/sw/hprc/sw/Anaconda3/2022.10/envs/hprc_2025_carbon
[ @i ] |

Files ¥ Jobs v Clusters ¥ Interactive Apps ~

Home / My Interactive Sessions / JupyterLab

@ VNC
Imaging

3% CryoSPARC

1 ImageJ

& Jmol

Il Paraview

@ CiSTEM
Servers

= Jupyter Notebook

© RStudio

TensorBoard

-~ Tutorials OnDemand

course)

= Tutorials OnDemand (short

High Performance Re

Gl This app will launch a JupyterLab server on the ACES cluster.

Module
Anaconda3/2022.10
Ontional Enviranmant to he activatad
[sw/hprc/sw/Anaconda3/2022.10/envs/hprc_2025_carbon
Enter the full path and name of the environment to be activated.
Leave blank to use the default environment for the selected Module

Your optional conda environment must have been previously built with one of the
Anaconda or Python modules listed in the Module option above. See instructions.

Node type
CPU only
* Select a GPU node for software that supports GPU processing.
Number of hours (max 168)

5

Number of cores (max 96)

20

Total GB memory (max 488)

20
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Take our short course survey!

https:/hprc.tamu.edu

HPRC Helpdesk:

help@hprc.tamu.edu
Phone: 979-845-0219

https://utamu.edu/hprc_shortcourse_survey

Help us help you. Please include details in your request for support, such as, Cluster (ACES,
FASTER, Grace, Launch), NetID (UserlD), Job information (JoblD(s), Location of your jobfile,
input/output files, Application, Module(s) loaded, Error messages, etc), and Steps you have
taken, so we can reproduce the problem.
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