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NVIDIA ACROSS THE FULL GENOMICS WORKFLOW

All the tools required for full stack analysis
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Key Applications

Accelerating tooling for gold-
standard germline, somatic
and RNA analysis, at speed.

NVIDIA Parabricks

@

Up to 80x Acceleration Flexible Workflows
Up to 80x faster for WGS than Create powerful customized
CPU-only solutions, reducing workflows by configuring
computing costs by up to 50 tools in WDL and NextFlow.
percent.

Better Accuracy

Bring the power of deep learning
to your genomic analysis with
Clara Parabricks and GPUs.

NVIDIA



FastQ

Key Applications of Clara Parabricks

Accelerated and Deep Learning Genomic Analysis

=4

Population Genomics

BWA-MEM

STAR

Cancer Genomics

Gold Standard Processing and Quality Control

Sort BAM

Mark duplicates

BQSR

=

BAM/CRAM

BAM Metrics

Collect multiple metrics §

BAMZFQ

=

BAM/CRAM

RNA Sequencing

High-Accuracy Variant Calling

DeepVariant HaplotypeCaller

GenotypeGVCF IndexGVCF

=

VCF/gVCF
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Up to 80x Acceleration

Gold-standard results, faster

BWA-MEM ' 11 mins ~4 hrs Runtimes on CPU
Runtimes on NVIDIA GPU
Sort, MarkDups, - .
Aoply BQSR ' 6 mins O hrs
HaplotypeCaller ' 4 mins ~16 hrs
DeepVariant ' 11 mins ~5 hrs
Mutect2 . 45 mins ~31 hrs

v3.8 Benchmarks
Dataset: HGOOZ2 30x WGS, except Mutect?2 on SEQC2 50x WGS
CPU: m5.24xlarge; GPU: 8xA100, except DeepVariant & Mutect2 on 8xV100 <ZNVIDIA I



Workflow Manager Compatible

Customize and deploy Parabricks at scale

docker: parabricks:4.0.0 docker: parabricks:4.0.0
GPU-based tool gpuType : nvidia-tesla-t4 GPU-based tool gpuType : nvidia-tesla-v100
gpuCount : 2 gpuCount : 4

Tasks deployed on cloud batch service or local cluster (e.g. SLURM)

nexcflow

docker: biocontainers:latest

CPU-based tool cpu : 96
memory : 16G

Clara Parabricks is fully compatible with common workflow managers WDL and NextFlow for deploying at scale

» Intertwine GPU and CPU powered tasks with different compute requirements

- Reference workflows and recommended compute configs at: github.com/clara-parabricks-workflows

<ANVIDIA. I


https://github.com/clara-parabricks-workflows

Free to Use, plus NVIDIA Al Support for Enterprise

Accelerated tools and high throughput workflows

Free

NVIDIA Al
Enterprise

v

Community forum support

Submit questions to the for community support

Full stack & business-critical support

Enterprise-grade support for multiple deployment options: bare-metal, containerized, cloud, and more

Access to NVIDIA experts

Guidance on configuration and performance, including access to NVIDIA engineers

Enterprise training services

for developers, data scientists, and IT professionals

Security notifications

Receive priority notifications of the latest security fixes and maintenance releases.

Support for other NVIDIA software and SDKs

covers support for many NVIDIA products, including RAPIDS, TensorRT, and more

ST SN NN SN A

NVIDIA



https://forums.developer.nvidia.com/c/healthcare/parabricks/290
https://nvdam.widen.net/s/td8q8kwrsk/nvidia-ai-enterprise-training-offer-guide-for-subscribers
https://www.nvidia.com/en-gb/data-center/products/ai-enterprise-suite/support/

Making a Real-World Impact

Clara Parabricks for sequencing centers, national programs, and groundbreaking research
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Human Genome Center of Tokyo Regeneron & UKBioBank Stanford University World Record
Deploying rapid analysis of human genomes Regeneron Genetics Center has sequenced the World record for fastest DNA sequencing, set
with Clara Parabricks and 80 NVIDIA V100 exomes of all 450,000 participants of UKBloBank, in collaboration with NVIDIA, using Clara
GPUs in their SHIROKANE compute cluster processing the vast data with Clara Parabricks Parabricks' accelerated DeepVariant

<ANVIDIA. I


https://developer.nvidia.com/blog/the-human-genome-center-at-university-of-tokyo-adopts-nvidia-clara-parabricks-for-rapid-genomic-analysis/
https://blogs.nvidia.com/blog/2022/01/26/uk-biobank-advances-genomics-research-clara-parabricks/
https://blogs.nvidia.com/blog/2022/02/18/guinness-world-record-fastest-dna-sequencing/




Running Clara Parabricks

Requirements

Hardware Requirements

e Any NVIDIA GPU that supports CUDA architecture 60, 70, 75, or 80 and has at least 16GB
of GPU RAM. Parabricks has been tested on the following NVIDIA GPUs:

o V100

o T4

o A10, A30, A40, A100, A6000
e System Requirements:

o A 2 GPU server should have at least 100GB CPU RAM and at least 24 CPU threads.
o A4 GPU server should have at least 196GB CPU RAM and at least 32 CPU threads.
o A 8 GPU server should have at least 392GB CPU RAM and at least 48 CPU threads.

Software Requirements

The following are software requirements for running Clara Parabricks.
e An NVIDIA driver greater than version 465.32.* .
e Any Linux Operating System that supports nvidia-docker2 Docker version 20.10 (or higher)

Verifying Hardware and Software Requirements

Checking available NVIDIA hardware and driver

To check your NVIDIA hardware and driver version, use the nvidia-smi command:

$ nvidia-smi

+—— e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
NVIDIA-SMI 515.65.01 Driver Version: 515.65.01 CUDA Version: 11.7
——————————————————————————————— Fmm e e e e}
GPU Name Persistence-M| Bus-Id Disp.A | Volatile Uncorr. ECC
Fan Temp Perf Pwr:Usage/Cap Memory-Usage | GPU-Util Compute M.
MIG M.
—————FFF—F—F—————————F——F e — ———
O Tesla V100-DGXS... On 00000000:07:00.0 Off 0
N/A  44C PO 38W / 300w 74MiB / 16155MiB 0% Default
N/A
e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +
Processes:
GPU GI CI PID Type Process name GPU Memory
ID ID Usage
 N/A N/A 3019 G /usr/lib/xorg/Xorg 56MiB
+—— e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e +

This shows the following important information:
e The NVIDIA driver version is 515.65.01.
e The supported CUDA driver APl is 11.7.
e The GPU has 16 GB of memory.

Checking available CPU RAM and threads

To see how much RAM and CPU threads in your machine, you can run the following:

# To check available memory
$ cat /proc/meminfo | grep MemTotal

# To check available number of threads
$ cat /proc/cpuinfo | grep processor | wc -1

<ANVIDIA. I



Running Clara Parabricks

Where
< NVIDIA. aWS 3
DGX Systems Google Cloud DNANexus
NVIDIA Certified Servers S G
cLoup BAIDU Al CLOUD

D&AL lechnologies

L] Lenovo
Hewlett Packard

Enterprise

‘SUPERM]CR. NAVER o c_) | o ‘F b. 'I'
TINIT Sty - l e l
Aws PLATFORM Alibaba Cloud

CISCO

On-Premise Public Cloud Providers Platforms & Partners

< NVIDIA. NGC Catalog

All Clara Parabricks Containers are available publicly in the NGC Catalog

<ANVIDIA. I



Running Clara Parabricks

NVIDIA LaunchPad collections ~

Introduction Features Get Started

Ready-to-Use

Free Hands-On Labs Infrastructure

Clara Parabricks for Accelerated : Test and prototype on ready-
. - &= | QRN to-use infrastructure that’s

Genomic AnalySIs hosted at Equinix and available

to you for up to two weeks.

GPU-optimized gold-standard tools for germline

and somatic analysis of DNA and RNA.

e
o &
(O 4
_ : ] A Hands-On
In this free hands-on lab, you’ll experience: .
Experience

Take curated labs that walk

Running the accelerated gold- Powerful analysis with up to 80X How deep learning tools for
standard tools of NVIDIA Clara™ acceleration over CPU-only genomics are improving variant you through the entire
Parabricks®, including BWA-MEM deployment and reduced costs of calling accuracy with custom process, from infrastructure
and Haplotype Caller, in a GPU up to 50 percent models in DeepVariant optimization to application

environment deployment.

NVIDIA



Running Clara Parabricks

Drop-in Command Line Replacements

Getting the Software

The Clara Parabricks Docker image can be obtained by running the following command:

$ docker pull nvcr.io/nvidia/clara/clara—parabricks:4.0.0-1

At this point the software is ready to use.

Running Clara Parabricks

From the Command Line

Clara Parabricks is deployed using a docker image. There are two parts to customizing a
Parabricks run:

e Customizing Docker container specific options: These are the options that are passed to
the docker command before the name of the container. For example, the user should

mount their data directories within the Docker container by passing the -v option to

Docker. See the Tutorials for more detailed examples.

e Parabricks specific options: These options are passed to the Parabricks command line to
customize the Parabricks run. For example, you can choose which tool to run and pass
tool-specific options.

For example, to run the Clara Parabricks fg2bam tool using the Docker container, use the
following command:

$ docker run \
——gpus all \
——rm \
——volume /host/data:/input_data \
——volume /host/results:/outputdir \
——workdir /image/input_data \
nvcr.io/nvidia/clara/clara—parabricks:4.0.0-1 \
pbrun fg2bam \
——ref /input_data/Homo_sapiens_assembly38. fasta \
——in-fq /input_data/fastql.gz /input_data/fastq2.g9z \
——out—-bam /image/outputdir/fq2bam_output.bam

Quick Start

# This command assumes all the inputs are in <INPUT_DIR> and all the outputs go to <OUTPU
$ docker run ——rm --gpus all —-volume <INPUT_DIR>:/workdir —-volume <OUTPUT_DIR>:/outputdi

-w /workdir \

nvcr.io/nvidia/clara/clara-parabricks:4.0.0-1 \

pbrun mutectcaller \

-—ref /workdir/${REFERENCE_FILE} \

-—tumor-name tumor \

——in-tumor-bam /workdir/${INPUT_TUMOR_BAM} \

-—in-normal-bam /workdir/${INPUT_NORMAL_BAM} \

-—=normal-name normal \

--out-vcf /outputdir/${OUTPUT_VCF}

Compatible GATK4 Command

The command below is the GATK4 counterpart of the Parabricks command above. The output
from this command will be identical to the output from the above command. See the Output
Comparison page for comparing the results.

$ gatk Mutect2 \
-R <INPUT_DIR>/${REFERENCE_FILE} \
-—input <INPUT_DIR>/${INPUT_TUMOR_BAM} \
--tumor-sample tumor \
—-input <INPUT_DIR>/${INPUT_NORMAL_BAM} \
--normal-sample normal \
-—output <OUTPUT_DIR>/${OUTPUT_VCF}

<ANVIDIA. I



Running Clara Parabricks

Tutorials

» Tutorials

Tutorials

The tutorials walk you through a simple use case for Clara Parabricks, giving a brief introduction of how it wor
You will start by downloading some sample data:

e Areference file ( Homo_sapiens_assembly38.fasta ) and its index

e A 'known indels' file and its index
e Two FASTQ files
e Associated index files

The tutorials then walk through the following steps:

e Alignment (FASTA + FASTQ ==> BAM)
e Variant calling (BAM ==> VCF)

The tutorials are meant to be simple and straightforward and to only cover a single, specific use case. You shot
be able to copy and paste the commands into a terminal window and get the same results as shown. The How
Tos cover more general problem solving using Clara Parabricks.

Steps 1n the Tutoral

® Previous Next |

» » FQ2BAM Tutorial

FQ2BAM Tutorial

This tutorial will show you how to run our core alighment tool, FQ2BAM, which allows you to align a FASTQ file
according to GATK best practices at blazing speeds. This includes the gold-standard alignment tool BWA-MEM

with inbuilt co-ordinate sorting of the output file, and optionally application of base-quality-score-recalibration

and marking of duplicate reads.

The fq2bam tool aligns, sorts (by coordinate), and marks duplicates in paired-end FASTQ file data. The data files

used in this example are taken from the sample data downloaded in the previous section.
If you execute the following command using the Clara Parabricks sample data, you should get the same results as
shown here.

Before executing this command, make sure your current directory is where you extracted the sample data; it
should have a parabricks_sample sub-directory.

$ docker run \

-—gpus all \
——rm \
——volume $(pwd):/workdir \
——volume $(pwd):/outputdir \

nvcr.io/nvidia/clara/clara-parabricks:v4.0.1-1 \

pbrun fq2bam \
——ref /workdir/parabricks_sample/Ref/Homo_sapiens_assembly38.fasta \
——in-fq /workdir/parabricks_sample/Data/sample_1.fq.gz /workdir/parabricks_sample/Data/sample_2.fq.qgz
——out-bam /outputdir/fqg2bam_output.bam

[Parabricks Options Mesg]: Checking argument compatibility

[Parabricks Options Mesg]: Automatically generating ID prefix

[Parabricks Options Mesgl: Read group created for /workdir/parabricks_sample/Data/sample_1.fq.gz and

/workdir/parabricks_sample/Data/sample_2.fq.gz

[Parabricks Options Mesg]: @RG\tID:HK3TJBCX2.1\tLB:1lib1\tPL:bar\tSM:sample\tPU:HK3TIBCX2.1

[PB Info 2022-Sep-02 19:49:27] —————————— e

[PB Info 2022-Sep-02 19:49:27] |

[PB Info 2022-Sep-02 19:49:27] |
|

[PB Info 2022-Sep-02 19:49:27]
[PR Tnfn . .

Parabricks accelerated Genomics Pipeline |
Version 4.0.0-1 |
GPU-BWA mem, Sorting Phase-I |

<ANVIDIA. I



Running Clara Parabricks

Can | run Parabricks with Singularity?

We do not officially support singularity, but we have had users successfully run the Parabricks container with Singularity.
Here is a guide: https://docs.sylabs.io/guides/3.10/user-guide/singularity_and_docker.html

Can | run multiple samples on a single node? Or with MIG?

You can run multiple on a single node, but each job still needs to meet the minimum hardware requirements.
E.g. >2 GPUs per Parabricks job. Parabricks does not support MIG.

Can | run Parabricks on multi-node?
This is not currently supported. The easiest way to run at multi-node scale is to run multiple Parabricks jobs at once.
| have the 16GB of GPU RAM required, but Parabricks says | don't have enough

You need to have 16GB of GPU RAM free. Check for other jobs running on the GPU.

NVIDIA



Accelerating Single-Cell Genomic
Analysis with RAPIDS



A Growing Problem

Dataset Sizes are Growing Exponentially
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Study Publication Date

Svensson V, Vento-Tormo R, Teichmann SA. Exponential scaling of single-cell RNA-seq in the past decade. Nat Protoc.
2018 Apr;13(4):599-604. doi: 10.1038/nprot.2017.149. Epub 2018 Mar 1. PMID: 29494575.



Open Source Software Has Democratized Data Science
Highly Accessible, Easy to Use Tools Abstract Complexity

Apache Spark / Dask

Pre-Processing Machine Learning Graph Analytics TDeeEl Lea}brrT\in% Visualization
pandas scikit-learn NetworkX e matplotlib

CPU Memory

RAPIDS



Accelerated Data Science with RAPIDS

Powering Popular Data Science Ecosystems with NVIDIA GPUs

Data Preparation - Model Training =

Deep Learning

TensorFlow, PyTorch,
MxNet

Visualization
cuXfilter, pyViz, Plotly

Pre-Processing Machine Learning Graph Analytics
culO & cuDF CUML, XGBoost cuGraph

»

Apache
Arrow

RAPIDS



GPU

MINOR CODE CHANGES FOR MAJOR BENEFITS

Abstracting Accelerated Compute through Familiar Interfaces

>>> import pandas as pd
>>> df =
pd.read_csv("filepath")

\ 4

>>> import cudf
>>> df =
cudf.read_csv("filepath")

Average Speed-Ups: 150x

spark.sql("""
select

order

count(*) as order_count
from

orders""")

\ 4

GPU Spark

spark.conf.set("spark.plugins
","com.nvidia.spark.SQLPlugin")

spark.sql("""
select

order

count(*) as order_count
from

orders""")

Average Speed-Ups: 10x

>>> from sklearn.ensemble
import
RandomForestClassifier
>>> clf =
RandomForestClassifier()
>>> clf.fit(x, y)

\ 4

>>> from cuml.ensemble import
RandomForestClassifier

>>> cuclf =
RandomForestClassifier()

>>> cuclf.fit(x, y)

Average Speed-Ups: 50x

>>> import networkx as nx
>>> page_rank =
nx.pagerank(graph)

\ 4

>>> import cugraph
>>> page_rank =
cugraph.pagerank(graph)

Average Speed-Ups: 250x

RAPIDS



Lightning-Fast End-to-End Performance

Reducing Data Science Processes from Hours to Seconds

16

RAPIDS End-to-End Workflow Runtimes
A100s Provide More

Nodes
30 CPU Nodes 2,516 1,956 6,147
50 CPU Nodes 1,999 3,926
Faster Performance than
100 CPU Nodes 1948 3,221 X Similar CPU COnfiguratiOn
RAPIDS on
16x A100 22 17 87 126
0 1200 2400 3600 4800 6000 7200 8400 9600 .
More Cost-Effective than
Duration (In Seconds) X Similar CPU Configuration
B Data Load & Data Preparation Data Conversion XGBoost

*CPU approximate to n1-highmem-8 (8 vCPUs, 52GB memory) on Google Cloud Platform. TCO calculations-based on Cloud instance costs.

RAPIDS 22




CellM

Cell 1 ...

End-to-End Single Cell Genomics Analysis
1.3MCells | S5Hrsto11 Min | $20 to $0.70

cuML

Data +  Dimensionality Visualization Clusterin Differential
Processing ! Reduction ! 9 Testing
Gene 1 ... Gene N
EEEEEEEEE Filter 5 5 5
RIEE s e s
EEEEEEEE 1 .. . . Logistic RAP)DS
EEEEEEEEN : : : Regression
HEEEEEEEEE UMAP
HEEEEEEEEE Linear : : :
ENEEEEEEE e R : ; Ay
egression : : : S Ca n e
= ' - Py s
L e o
‘Af
f\@ v
Y =
cubE cuML GV cuML

cuGraph

lterate

Price ($/hr) 3.786 1.296 3.673
End-to-end Runtime 5 Hrs 30 Min (10x) 11 Min (27x%)
Total cost ($) $20 $0.63 $0.70
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Analyze 1.3 million cells in 11 minutes
Accelerating Single-Cell Analysis on a Single GPU

t-SNE 2

K-means clustering Louvain clustering
Data load + 1120 1125 (1x) 475 (2.4x)
o Preprocessing
% PCA 44 45 (1x) 17.8 (2.5x)
= t-SNE 6509 196 (33x) 37 (176x)
k-means (single
teration) 148 12.7 (12x) 2 (74x)
KNN 154 141 (1.1x) 62 (2.5x)
UMAP 2571 146 (18x) 21 (122x)
Louvain clustering 1153 6.1 (189x) 2.4 (480x)
t-SNE 1 Leiden clustering 6345 5.1 (1244x) 1.7 (3732x)
Re-analysisof  ,oq 19.2 (13x) 17.9 (14.2x)
subgroup
i, e oy emerg
with RAPIDS Git-Hub repo |
Price ($/hr) 3.786 1.296 3.673
Total cost ($) 19.285 0.633 0.700

1M_brain_gpu_analysis_uvm.ipynb


https://github.com/NVIDIA-Genomics-Research/rapids-single-cell-examples
https://github.com/NVIDIA-Genomics-Research/rapids-single-cell-examples

How to Get Started with RAPIDS

A Variety of Ways to Get Up & Running

? W F

More about RAPIDS Self-Start Resources Discussion & Support
Learn more at RAPIDS.ai . Get started with RAPIDS . Check the RAPIDS GitHub
Read the API docs . Deploy on the Cloud today . Use the NVIDIA Forums
Check out the RAPIDS blog . Start with Google Colab Reach out on Slack

Read the NVIDIA DevBlog . Look at the cheat sheets . Talk to NVIDIA Services

Get Engaged

" ) RAPIDS

https://github.com/rapidsai https://rapids.ai/slack-invite/ https://rapids.ai

=l

@RAPIDSai

RAPIDS


https://rapids.ai/
https://docs.rapids.ai/
https://medium.com/rapids-ai
https://developer.nvidia.com/blog/
https://rapids.ai/start.html
https://docs.rapids.ai/deployment/stable/cloud/index.html
https://colab.research.google.com/drive/13sspqiEZwso4NYTbsflpPyNFaVAAxUgr
https://www.nvidia.com/en-us/ai-data-science/resources/rapids-kit/
https://github.com/rapidsai
https://forums.developer.nvidia.com/c/ai-data-science/86
https://rapids.ai/slack-invite/
https://www.nvidia.com/en-us/ai-data-science/professional-services/
https://twitter.com/RAPIDSai
https://github.com/rapidsai
https://rapids.ai/slack-invite/
https://rapids.ai/

