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Upcoming HPRC Primers
https://hprc.tamu.edu/training/

Running Jupyter Notebook on HPRC Open on 
Demand (OOD)

Wednesday, May 27 @ 10am & 2pm

● How to launch the Portal
● How to launch the Notebook in the Portal
● How to use a Jupyter Notebook

Introduction to Linux using Mobaxterm

Thursday, May 28 @ 2pm

● Basic commands
● Process and filesystem concepts
● Shell scripts

Introduction to Linux using the HPRC Portal

Friday, May 29 @ 2pm

● How to launch the Portal
● Navigating through the Portal
● Creating and submitting batch jobs from 

the Portal

Using the Ada Cluster

Tuesday, June 2 @ 2pm

● Basic system information
● Compiling and running programs
● Creating and submitting LSF batch jobs

Using the LSF Job Scheduler on Ada Cluster

Wednesday, June 3 @ 2pm

● Building job files
● Job submission on Terra
● Queues, wait times and job management

Using the Terra Cluster

Thursday, June 4 @ 2pm

● Basic system information
● Compiling and running programs
● Creating and submitting SLURM batch 

jobs

Using the SLURM Job Scheduler on 
Terra Cluster

Friday, June 5 @ 2pm

● Building job files
● Job submission on Terra
● Queues, wait times and job 

management

Managing Data on the Clusters

Tuesday, June 9 @ 2pm

● Transferring data to/from 
Ada/Terra

● Data lifecycle on Ada/Terra
● Data policies on Ada/Terra
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Terra: A Lenovo x86 Cluster
● A  8,512-core hybrid system 

with 48 NVIDIA K80 GPUs
● 304  28-core compute nodes 

equipped with the INTEL 
14-core 2.4GHz Broadwell 
processor 

● 48 nodes have 1 K80 GPU with 
128GB memory each

● Interconnect fabric is Intel 
OmniPath Architecture (OPA)
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Ada: An IBM/Lenovo x86 Cluster
● 17,340-core hybrid system
● 845 20-core nodes equipped with 

the INTEL 10-core 2.5GHz IvyBridge 
processor.  

● 15 nodes are 1TB and 2TB memory, 
4-processor SMPs configured with 
the Intel 10-core 2.7GHz Westmere 
processors 

● 30 nodes have 2 NVIDIA K20 GPUs
● 4 nodes have dual V100 GPUs 
● 9 have 2 Phi coprocessors.
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Curie: 50-node POWER7+ cluster
For Special HPC Codes & Applications
● 16-core ( two 8-core Power7+ processors) 4.2GHz; 537 

GFLOPS; 32 nm fabrication
● 256 GB memory; 68GB/s per processor socket; L3 

80MB/processor
●  10GbE port (link to Wehner Core 10G/40G switch)
●  4 x 600GB 10K rpm SAS (local disk)
●  REDHAT ENTERPRISE LINUX FOR PWR ; GPFS 

Client; IBM Compilers, ESSL, LSF (batch)
●  Target areas: applications & codes requiring fast 

memory and fast cpus
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NETID - username you use to login to various systems and services
(howdy.tamu.edu)

For help with your netid: https://it.tamu.edu/help/

https://it.tamu.edu/help/
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VPN (Virtual Private Network) connect.tamu.edu 
Required to access the university's network from off campus.

For help with VPN: https://it.tamu.edu/help/

https://connect.tamu.edu
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Two-Factor Authentication (DUO)
For help with enabling DUO: https://it.tamu.edu/help/

● Duo NetID two-factor authentication to enhance security (it.tamu.edu/duo/)
− All web login (howdy, portal.hprc.tamu.edu, Globus) through CAS
− VPN to TAMU campus (connect.tamu.edu)
− SSH/SFTP to HPRC clusters (hprc.tamu.edu/wiki/Two_Factor)

https://it.tamu.edu/help/
https://it.tamu.edu/duo/
https://connect.tamu.edu
https://hprc.tamu.edu/wiki/Two_Factor
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YouTube training videos

https://www.youtube.com/channel/UCgeDEHE5GwkxYUGS0FDLmPw
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HPRC Account Allocations
https://hprc.tamu.edu/policies/allocations.html
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Examples of SUs charged based on
Job Cores, Time and Memory Requested

A Service Unit (SU) is equivalent to one core or 2 GB memory usage for one hour.

Number of 
Cores

GB of memory 
per core

Total Memory 
(GB)

Hours SUs charged

1 2 2 1 1

1 3 3 1 2

1 56 56 1 28

28 2 56 1 28

hprc.tamu.edu/wiki/HPRC:AMS:Service_Unit

https://hprc.tamu.edu/wiki/HPRC:AMS:Service_Unit
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HPC Diagram
compute node 1

compute node 2

compute node 3

compute node 4

compute node 5

compute node 6

login node 1

login node 2

login node 3

Shared File Storage

Job Scheduler
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Documentation
https://hprc.tamu.edu/wiki
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Available Software Modules
https://hprc.tamu.edu/software/ada
https://hprc.tamu.edu/software/terra



 Texas A&M University    High Performance Research Computing    https://hprc.tamu.edu

Slack - Collaboration Software
https://slack.com/resources/slack-101

https://slack.com/resources/slack-101
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Help with HPRC:
hprc.tamu.edu

help@hprc.tamu.edu

Help with TAMU IT (netid, VPN, enabling DUO):
it.tamu.edu/help/

helpdesk@tamu.edu

mailto:help@hprc.tamu.edu
mailto:helpdesk@tamu.edu

