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History of GUI Composers at HPRC

[ Select }\ Job Configurations Preview Generated batch script,
runtime 1 _ = ... shown in fully editable

o ‘ preview window, form
field values shown in red

m ##ENVIRONMENT SETTINGS

N #SBATCH - -expor t =NONE
Runtlme Executabl Choose File | matlab-script.m #SBATCH --get-user-env=L

e Script You must upload an executable script

Y S~ ) #SBATCH ¢
specific
. #SBATCH ntasks
'fl ‘E; I(:i E; Comman absubmit matiabacrion #SBATCH --ntasks-per-node=
#S men-per -cpu

ds
#SBATCH --error=$SCRATCH/job_composer/job_name/job_name.job.error.%j

#SBATCH - -output=$SCRATCH/job_composer/job_name/job_name.job.%j

module purge

## Load your requested modules
Batch Waltime
module load Matlab/R2016b

scheduler
fields o m——— PEARC22: Extending

Total CPU 1 ## Ensure job script is unix compatible . .
Functionalities on a
CpPU 1 ;:t?::si;;xtr::::b-scrlpt.m Web-based Por'tal for
cores per
Research Computing

cores dos2unix matlab-script.m

node

Total

DOI: /10.1145/3491418.3535182
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Lim itations WHAT'S THE DEAL

WITH ALL THESE

User’s don’t need to know scheduler directive syntax ['4 ... bu S

o Still need to be aware of HPC concepts
Our dashboard didn’t work well for certain workflows

o Workflows consisting of multiple jobs, pipelines in general

o Dynamic workflows, depending on provided input

o Limited to single script jobs
Our Form fields mostly static

o Sometimes need to retrieve information dynamically (e.g. accounts)
Limited options for checking input

o Mostly sanity check for individual fields
Sysadmin (or OOD/app maintainer) in charge

o They decide what environments to provide ==

o Also makes them responsible to create and malntaln those

environments
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Design Goals for a new GUI Composer

e Address all the issues mentioned in the previous slide (duh K%)

o Abstract hardware as much as possible

o Better support for alternative workflows

o Better checking and Feedback opportunities

o Better form support, more options out of the box, allow for dynamic input

e Researcher should be able to focus on running their workflows
o not worry about HPC specifics
o Even more important now, with a large variety of accelerators

e Researcher should be in control of their workflows
o create/customize/share

. . There’s one more thing...
o  Ability to easily rerun and reproduce results 2

Let’s rewrite the whole code-base
using React/Flask
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Introducing Drona Workflow Engine

e Drona — An HPC Workflow Assistant
o A powerful GUI
Rich set of form elements, including dynamic retrievers
Instant Feedback
Editable Preview window
Live output window
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Drona: An HPC Workflow Assistant

Import Environments

Step 1: Select Environment

Select Environment from

dropdown

Environments color coded
o System envs — black
o User envs — blue

Option to Import additional

environments.

Job Name

Location

Environments

ob files wi

ill overwrite ex

ting files

Search environments.

Environment

MATLAB

tamulauncher

Generic

AlphaFold

LAMMPS

Description

Environment assists users in
generating and submitting MATLAB
jobs. This environment uses
matlabsubmit as the submission
tool

Tool to run a large number of
sequential or multi-threaded
commands in a single job

This env is used to generate batch
files for the Slurm scheduler. The
form contains most of the common
Slurm parameters and an element to
add a module. The env is very
general and should work on any
cluster running Slurm

This env allows researchers to
generate and submit AlphaFold
workflows. It can generate both
AlphaFold2 and AlphaFold3 jobs.

This EXPERIMENTAL LAMMPS
environment automatically
generates a LAMMPS job by
analyzing the LAMMPS input file. It
will provide the researcher a list of
accelerator strategies and
LAMMMPS modules compatible
with the input file. This environment
is currently only available for the

TaNm AnCO

All Categories

Category ~ Organization

Scientific  Unknown

Scientific  TAMU

General TAMU

Scientific  TAMU

All Organizations

Version

1.0.0

Action

FLASH!
! EXTRA!

lenvironment is a
n of a (scientfic)
rkflow.
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Drona: An HPC Workflow Assistant

Step 2: Provide information

Form expands with environment specific fields

Rich set of elements
o Dynamic HTML

Dynamic retrievers

Conditional form fields

Job Name
Location
Environments

AlphaFold version

JSON input

select ‘

Template Date (default today)

Project Account

Choose an option v
154669186753 (3147336.28 )

155062417651 (3966684.91 )

156171559762 (97017.80 )

AlphaFold3Test
Change \ /scratch/user/u.mp108705/drona_composer/runs/AlphaFold3Test

AlphaFold

© AlphaFold3 AlphaFold2

To download the AlphaFold3 model file, you have to agree to the terms of use.
Please fill out the AlphaFold3 Google Form to request the model file

Directory to model file Number of recycles (default: 3)

Select 3

Accelerator

Choose an option

Expected time (cpu part) Expected time (gpu part) Email notification options

Days Hours Minut: Days Hours Minute Choose an option

Preview Show History
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Drona: An HPC Workflow Assistant

Job Preview

Step 3: Preview / live
output

Files: driver.sh alphafold3-cpu.job alphafold3-gpu.job alphafold3-input.json Live Output

Starting job submission...

Notes:

Job process started.

shatch: Job submitted with no account set

Submitted alphafold3-cpu.job, jobid: 1193253

shatch: Job submitted with no account set

{ Submitted alphafold3-gpu.job, jobid: 1193254, depending on successful
completion of job 1193253

» Available nodes with gpus: a30=1, h100=3. Selecting h100

"name": "promo",
"modelSeeds": [

e Editable preview window

e Syntax-highlighting
"dialect": "alphafold3",
"version": 1,
. "sequences": [
e Notes and Warnings
"protein": {

Wit AN

"sequence":
"MDQNNSLPPYAQGLASPQGAMTPGIPIFSPMMPYGTGLTPQPIQNTNSLSILEEQQRQQQQQQ0QQ0000QQ000QQ
00000000QQQQQQQQQAVAAAAVQQSTSQQATQETSGQAPQLFHSQTLTTAPLPGTTPLYPSPMTPMTPITPATPASE
SSGIVPQLQNIVSTVNLGCKLDLKTIALRARNAEYNPKRFAAVIMRIREPRTTALIFSSGKMVCTGAKSEEQSRLAARK
YARVVQKLGFPAKFLDFKIQNMVGSCDVKFPIRLEGLVLTHQQFSSYEPELFPGLIYRMIKPRIVLLIFVSGKVVLTGA
KVRAEIYEAFENIYPILKGFRKTT"

}

iy
‘

Tip: Configure your job on the left, then submit to see live output on the right. Drag the ce to resize panes Submit Job m
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Drona Workflow Engine

Job Preview

Step 4: start Workflow Hee  wa  pstonh sy [ ool e ouet

Starting job submission...

Job process started.

shatch: Job submitted with no account set
Submitted alphafold3-cpu.job, jobid: 1193253
shatch: Job submitted with no account set

H H Submitted alphafold3-gpu.job, jobid: 1193254, depending on successful
L lee Output Strea m I ng "name": "promo", completion of job 1193253

"modelSeeds": [

Notes:

» Available nodes with gpus: a30=1, h100=3. Selecting h100

Job completed successfully.

"dialect": "alphafold3",
"version": 1,
"sequences": [

"protein": {

Wit AN

"sequence":
"MDQNNSLPPYAQGLASPQGAMTPGIPIFSPMMPYGTGLTPQPIQNTNSLSILEEQQRQQQQQQ0QQ0000QQ000QQ
00000000QQQQQQQQQAVAAAAVQQSTSQQATQETSGQAPQLFHSQTLTTAPLPGTTPLYPSPMTPMTPITPATPASE
SSGIVPQLQNIVSTVNLGCKLDLKTIALRARNAEYNPKRFAAVIMRIREPRTTALIFSSGKMVCTGAKSEEQSRLAARK
YARVVQKLGFPAKFLDFKIQNMVGSCDVKFPIRLEGLVLTHQQFSSYEPELFPGLIYRMIKPRIVLLIFVSGKVVLTGA
KVRAEIYEAFENIYPILKGFRKTT"

}
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Introducing Drona Workflow Engine

e Drona — A Framework to create Workflows
o  Workflows completely independent of Drona Workflow Engine
o Defined in mostly declarative manner

o Flexible enough to easily create simple workflows as well as complex, multi script
workflows

Not limited to just submitting standard batch jobs
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Drona: A Framework to Create Workflows

schema.json

X" {
"type": "number",
"label”: "Input param",
"help" : "Enter input"

A Drona environment is:

e Completely independent from Drona
Workflow Engine
e Defined in mostly declarative manner:
H H utils.py
o  schema.json —defines the form map.json e T
o) A — 1 if is_even(varl):
m:.;\ps json afivanced mapping X MAPPED": " ImyFun(x)" is_even(vard):
O driver.sh — script to setup and start else:
return varl
the workflow
o Template files — templated scripts
o utils.py — optional user functions

e Stored in researcher’s local directory

Template Files

#SBATCH —ntasks=1
#SBATCH —memory=1G

./mycode [X_MAPPED]

Texas A&M University High Performance Research Computing | HUST Workshop, SC25



http://driver.sh
http://utils.py

Drona: A Framework to Create Workflows

Step 1: Render the form

schema.json

"X {
® Once researcher selects a workflow, "type": "number”,
"label”: "Input param",

Drona WFE reads the schemas.json file "help" : "Enter input"
and dynamically renders the form

Jscratch/user/u.mp108705/drona_composer/runs

schemas.json is a json formatted file containing a list of

form elements. (see above for an example partial form
element)

For a list of form elements |

https://tamu-edu.github.io/dor-hprc-drona-composer/
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Drona: A Framework to Create Workflows

Step 2: Mapping ste
Y pping P Drona_support library

e Drona WFE maps researcher provided Input drona_add_additional_file()
input values to placeholder strings using }’fc')':les rona i et
scheme in maps.json Form
Format of elements l I

o "LHS": “Ifun(Sval) text Sval” —
. maps.json utils.py
o lrepresents function call def myfun(vari):

. . if is_even(varl):
o  S$represents input variable "X_MAPPED": " Imyfun($X)" return varl + 1
o Function calls defined in utils.py Sl e o
Drona provides support library to create

messages, dynamically add files,

dynamically add mappings
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http://utils.py

Drona: A Framework to Create Workflows

Step 3: Replacing placeholders

e Drona WFE iterates over all template files
to replace placeholders with string values,
generated in mapping step.
o  Placeholder are defined as strings
enclosed by []
Generate preview window for researcher Mappings from

to review and make adjustments if needed placeholders —
evaluated strings

l

Template Files

#SBATCH —ntasks=1
#SBATCH —memory=1G

./mycode [X_MAPPED]
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Drona: A Framework to Create Workflows

Step 4: Run the workflow

e  Start workflow
o  Create run directory (if needed)
o  Copy all generated files to that
directory
o  Execute the driver.sh script

e OQutput streamed to output window Mappings from

placeholders —
evaluated strings

l

Template Files

#SBATCH —ntasks=1
#SBATCH —memory=1G

./mycode [X_MAPPED]
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http://driver.sh

Monitoring/Managing Workflows

Now, we submitted a workflow, what’s next???

e Monitoring is mostly a manual process
o  Check output logs and files on the command line
o Check gpu utilization, either command line, or indirectly using external tools
o Other domain-specific external tools
e Some tools provide options to “manage” a job
o Mostly batch job options
m Job information, e.g. walltime, resource info, job location _]
m Options to cancel a job [4
o  Ability to rerun a job ['4
o Not a very elegant solution for multi-step jobs (pipelines) ¢

O No domain specific information
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Workflow Monitoring/Managing

(the Drona way)

Legacy Drona Management functionality:

L WOI'kﬂOW hIStOI"y (might be incorporated in other tools)
o Shows basic info — id, name, location, start date.
o  Reproducibility options: TP Srw—
m Rerun From [f0TT872025 6] o [riia0a 5[t
m Recreate g

390893 myAlphaFold drona_composer/runs/myAlphaFold  AlphaFold

2025-11-07
14:22118

u.mp108705/drona_com, poser/runs %oz]s‘w(zz

However

A Drona environment has a ton of information about its workflow, why not
leverage that information to provide truly useful information to the researcher
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Workflow Monitoring/Managing

(the Drona way)

Managing a workflow that has been
submitted can be part of that Drona

environment

o Typical: create — submit

o Drona: create — submit - manage
Drona provides the tools to manage workflow

o Specialized form elements & retriever functions
o Tools to access/update Workflow database
o  Environment variables

m DRONA_WF_ID
m DRONA_WF_LOCATION
m DRONA_WF_RUNTIME_DIR
Example on the right: Drona IPU training env [
o  Monitor IPU utilization while running exercise

Run PopTorch on IPU

This module derr running a pl PyTorch example on the IPU.

It will:

* Set up a PyTorch virtual environment
* Install the PopTorch package (Graphcore's PyTorch extension)
* Run a complete MNIST example on the IPU

Use this module to see PyTorch running on IPU hardware without needing to modify any code.

IPU System Monitor

| M2600 | 8 | 3
| m2600 | 9 |
| m2600 | 10 |
| m2600 | 11 |

| M2000 |
| m2see |

4 Hide IPU System Monitor
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Workflow Monitoring/Managing

(the Drona way)
Example regular “traditional” workflow
Add job management to AlphaFold workflow

e Additional radio button “current workflow”
e Dropdown with all workflows

Environment its AlphaFold

O SeIeCt the WorkfIOW AlphaFold Workflow Select workflow
o) dynamicSelect form element O New AlphaFold3 NewAIphaFold@ MyAFWorkflow (id 20250726@
o Drona function to access database

JOBID JOB NAME ELAPSED TIME STATUS CANCEL JOB

e Associated jobs info —

18:00/24:00 (hh:mm)

o  Shows info for all jobs in workflow
o  Option to cancel any of the jobs

o Uses standard Form elements 1204000 AF-GPU job
o Alternatively, staticText with retriever

Other potentially useful info
o Pickle, utilization, specific messages from logs, etc

00:00/48:00 (hh:mm)
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Workflow Monitoring/Managing

(the Drona way)

Our responsibility: We provide the tools

Drona environment developer’s responsibility: Create an

intuitive workflow monitoring/management experience O e P
o  We do both; provide tools and create some of the Drona environments ,@
o Domain expert knows better what is useful information than a '

sysadmin A '
m For running workflows and completed workflows.

Many other options for workflow/job management
o E.g. aDrona Job listing environment, showing all jobs (mimics

traditional job listing features)
o Up to the creativity of the Drona environment creator
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Some non Traditional Examples

Typically, (GUI) job composer tools (and Drona)
are used for:

e “traditional” workflows
o E.g.AlphaFold (from example)

e Submitted to HPC batch schedulers
o E.g. Slurm

Drona can be used for so much
more than just that

H * AND NOW FOR SOMETHING
COMPLETELY DIFFERENT
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IPU Tutorial

Tutorial to teach participants to port PyTorch/Tensorflow code to Graphcore IPUs

o Workflow
Pick training module
Show module goals / hints
Generate boilerplate code for preview
Participant works on exercise in
preview editor (TODO items)
Run the exercise
Check live output
Check utilization
Pick next training module

e Used at PEARC?25 tutorial
e ACCESS short course
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Hugging Face Workflow

Job Name JobName
Location Change /scratch/user/u.ak202494/drona_composer/runs/JobName

Environments HuggingFaceDrona

% HuggingFace Training & Inference

Scalable workflows for model inference and fine-tuning with automated resource optimization

Workflow Type O InferenceO Model Management O Dataset Management

Task Type O Text Classification O Text Generation O Question Answering
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Final thoughts???

We believe the Drona Engine is quite stable, build upon a
solid foundation to create complex workflows. Next step:
build it out, and hopefully make this a community effort

RESISTANCE IS
FUTILE...

Let's Collaborate

e Create/share environments
e Create/share driver templates
e Create/share retriever functions
o Like IPU and GPU utilization retriever, job
info, etc
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Questions???

QUESTION IS
IS TOO SILLY...
M'KAY?

Q.A ROUND
g A | o

WHO WANTS TO ASK A MILLION QUESTIONS?

Questions & Answers

Contact us at help@hprc.tamu.edu
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Thank you

SO LONG,

Drona Homepage Drona GitHub page

Stop by our booth #1143 to say Hi and win
some prizes and to talk Drona of course

Supported by:
National Science Foundation (NSF) award number 2112356 ACES - Accelerating Computing for Emerging Sciences
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