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Outline
● Intro to AI and Machine Learning

● Deep Learning

● MNIST Dataset

● Convolutional Neural Networks (CNN)

● Training and Testing a CNN on Launch

● Jupyter CodeAI demo
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Introduction

What are AI and ML?
• Recommendation

• YouTube

• Online advertising

• Computer Vision

• Facial recognition

• Self driving cars

• Email spam classifier

• LLMs such as ChatGPT

• … 3
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Artificial Intelligence (AI): 
technology that enables 
machines to exhibit 
human-like intelligence

Machine Learning (ML): field 
of study concerned with the 
development of algorithms 
used in AI

Deep Learning (DL): subset 
of ML that employs layered 
neural networks
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Artificial Intelligence

 

Machine Learning

 

Deep Learning
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How do computers “think”?
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Traditional Programming
● The programmer constructs 

a list of rules/instructions for 
the computer

● The computer follows those 
instructions to complete a 
task

● Can you come up with a set 
of instructions to classify 
these images?
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How do computers “think”?
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Machine Learning
● Develop a model/algorithm
● Show the model examples of problems/questions 

and their solutions
● The model takes guesses, evaluates its accuracy, 

and updates itself
● The model learns during this “training” phase
● Model evaluated at end with new data during the 

“testing” phase
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ML Workflow
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Formats of data
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Numbers Texts Images

Video Audio Graph
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Labeled data

Cat

Cat

Cat

Cat

Dog

Dog DogDog
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Unlabeled data
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What is 
training
?

• The process where 
machine learning 
model learns: 

• Data
• Algorithm
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What is testing?
The process used to 
assess our ML model



ARCATS Training Workshop | NSF Awards #2430335 and #2232895

Types of Machine Learning

Supervised
● Use labeled data
● The algorithm learns to 

predict based on input 
features from the labeled 
data

● Examples: Regression, 
Classification
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Unsupervised
● Use unlabeled data
● The algorithm attempts to 

cluster or classify based on 
the underlying structure of 
the data

● Examples: Clustering, 
Principal Component 
Analysis
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Unsupervised Learning: Clustering
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Supervised Learning: Linear Regression
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Scikit-learn ML Library

16

https://scikit-learn.org/
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Main Features of scikit-learn

Preprocessing 
data to prepare 
for modeling

Applications: 
Transforming input 
data such as text for 
use with machine 
learning algorithms. 
Algorithms: 
preprocessing, feature 
extraction, and more...

Preprocessing

Selecting 
models with 
parameter 
search
Applications: Improved 
accuracy via parameter 
tuning Algorithms: grid 
search, cross 
validation, metrics, and 
more...

Model Selection

Reducing the 
number of 
dimensions

Applications: 
Visualization, 
Increased efficiency     
Algorithms: k-Means, 
feature selection, 
non-negative matrix 
factorization, and 
more...

Dimension Reduction

Grouping 
similar objects 
into sets

Applications: 
Customer 
segmentation, 
Grouping experiment 
outcomes Algorithms: 
k-Means, spectral 
clustering, mean-shift, 
and more...

Clustering

Predicting a 
attribute for an 
object

Applications: Drug 
response, Stock prices.       
Algorithms: SVR, 
nearest neighbors, 
random forest, and 
more...

Regression

Identifying 
category of an 
object

Applications: Spam 
detection, image 
recognition. 
Algorithms: SVM, 
nearest neighbors, 
random forest, and 
more...

Classification

Credit: icons are from The Noun Project under Creative Commons LicensesJupyterLab Exercises
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https://scikit-learn.org
https://thenounproject.zendesk.com
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Deep Learning
Deep Learning
by Ian Goodfellow, Yoshua Bengio, and Aaron 
Courville
http://www.deeplearningbook.org/

Animation of Neuron Networks
by Grant Sanderson
https://www.3blue1brown.com/

Visualization of CNN
by Adam Harley
https://adamharley.com/nn_vis/cnn/3d.html
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http://www.deeplearningbook.org/
https://www.3blue1brown.com/
https://adamharley.com/nn_vis/cnn/3d.html
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Supervised Learning: Neural Networks 
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https://medium.com/@vijay.betigiri/deep-neural-network-explain-like-im-five-6592e9c19a8c
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Image Recognition

Dog
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Inputs and Outputs 
256 X 256 

Matrix

4-Element Vector 

DL model

1
2
3
4
5
6

A
C
T
G

M
F

With deep learning, we are searching for a surjective 
(or onto) function f from a set X to a set Y. 

X Y
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MNIST Dataset
The MNIST dataset (Modified National Institute of Standards and Technology) is a 
classic dataset in machine learning, particularly in image classification and 
computer vision.

● Type: Handwritten digits
● Classes: 10 (Digits 0 through 9)
● Training images: 60,000
● Test images: 10,000
● Image size: 28×28 pixels (grayscale)

https://www.tensorflow.org/datasets/catalog/mnist
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Convolutional Neural Networks (CNNs)
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CNN Visualization

(Image Credit: https://adamharley.com/nn_vis/cnn/3d.html)
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CNN Explainer

(Image Credit: https://poloclub.github.io/cnn-explainer/) JupyterLab Exercises
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https://poloclub.github.io/cnn-explainer/
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JupyterLab Page
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Other fields:

Node Type: A30 GPU
Number of GPUs: 1

Number of hours: 3
Number of cores: 3
Total memory (GB): 5

Option 1: Use a shared 
environment created by 
TAMU HPRC for this training

Optional Environment to be activated:
/sw/hprc/sw/Python/virtualenvs/Python/3.10.8/arcats-ai-env/bin/activate
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Connect to JupyterLab
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# clean up and load Python
cd $SCRATCH
module purge
module load GCCcore/12.2.0 Python/3.10.8

# create a Python virtual environment 
python -m venv arcats-ai-env 

# activate the virtual environment
source arcats-ai-env/bin/activate

# install required package to be used in the portal
pip install jupyter
pip install pandas
pip install matplotlib
pip install scikit-learn
pip install transformers
pip install torch torchvision torchaudio 
--index-url https://download.pytorch.org/whl/cu118

# deactivate the virtual environment
# deactivate

Create a VENV

Install Python 
Modules

Activate the VENV 

Deactivate (when not 
used)

Load Modules

1 line
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Option 2 
Create your 
own Virtual 
Environment
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Review and Exercise
● Log into Launch through Launch Portal (ACCESS)

● Copy the training materials to your $SCRATCH directory

● Launch JupyterLab app

● In the notebook named 01_Jupyterlab.ipynb, follow the instructions to import the 

required modules to make sure they have been loaded properly.
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Jupyter CodeAI Demo
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Introduction
“Jupyter AI connects generative AI with Jupyter notebooks. Jupyter AI provides a 

user-friendly and powerful way to explore generative AI models in notebooks and 

improve your productivity in JupyterLab and the Jupyter Notebook.”

https://github.com/jupyterlab/jupyter-ai
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CodeAI App on Launch OOD
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CodeAI Form
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Connect
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Jupyternaut - the Jupyter AI chatbot
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/ask
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/clear and /export
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/fix


