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This Module

1. JSON Format
2. Requests
3. FRED API

4. Capstone Project
5. Launch Cluster
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• A text format for storing data

• language-independent (why they should know json)

JSON string examples:

'{"name":"Jack", "age":20, "major":"computer science"}'

'{  "args": {},   "data": "",   "files": {},   "form": {    

"soup": "hot soup"  },  .... }'

loads() function -> Python dictionary

JSON - JavaScript Object Notation
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● Python built-in module json
● json.loads(): converts JSON string to Python dictionary
● Example:

import json

text = "{ keys : values, … }"

dict = json.loads(text)

JSON module
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Requests library for HTTP activities. 

Replicate the experience of visiting a web page, 
but in a Notebook instead of a Browser. 

5

Requests
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Accessing Federal Reserve Economic Data

FRED API
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Fred API
Retrieve economic data from the FRED® and ALFRED® websites 
hosted by the Economic Research Division of the Federal Reserve 
Bank of St. Louis

Reference: https://fred.stlouisfed.org/docs/api/fred/

Web Scraping API Exercise

https://fred.stlouisfed.org/docs/api/fred/


High Performance Research Computing | hprc.tamu.edu 8

Register and log into your fredaccount.stlouisfed.org user account 
and request your API Key.

Most web services require an API key to identify who owns a 
request. 

Get an API Key

https://fredaccount.stlouisfed.org/login/secure/
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10 minutes break

Break Time Reminder Slide
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Putting It All Together

Capstone
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Supercomputing Cluster at Texas A&M

Launch
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Getting on Launch

● You must have an ACCESS 
account
(we did this yesterday)

● Once we have your ACCESS 
ID, we can give you an 
account on Launch

● Email us at 
help@hprc.tamu.edu for 
questions, comments, and 
concerns.

12

See our KnowledgeBase at 
https://hprc.tamu.edu/kb/User-Guides/Launch/ 
for more information

https://identity.access-ci.org/new-user
mailto:help@hprc.tamu.edu
https://hprc.tamu.edu/kb/User-Guides/Launch/
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HPRC Portal

from our homepage:
 hprc.tamu.edu
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Accessing Launch via the HPRC Portal (ACCESS)

Select the Identity Provider appropriate for your account.
You need an ACCESS account, but can choose to log in with your TAMU NetID here.
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Shell access via the HPRC Portal
Access through (most) web browsers
–Top Banner Menu “Clusters” -> “Shell Access”

15
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Accessing Jupyter Notebooks 
on Launch

Default settings 
should be fine to 
start. Launch!
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The job will be queued and take time to start.
Once this button appears, click it to start the app!
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HPRC Clusters
Python for Economics

Afternoon, Aug 14, 2024
Richard Lawrence
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HPRC Clusters

● Grace

● FASTER
● ACES
● Launch

We’ll focus on these two today

Grace is larger and TAMU-specific

Launch is accessible to some other 
institutions, but newer and less 
busy

2
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Launch

3
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Getting on Launch

● You must have an ACCESS 
account (this is a national 
program, not TAMU-specific)

● Once you send us your 
ACCESS ID, we can give you 
an account on Launch

● Email us at 
help@hprc.tamu.edu for 
questions, comments, and 
concerns.

4

See our KnowledgeBase at 
https://hprc.tamu.edu/kb/User-Guides/Launch/ 
for more informationNote: an ACCESS ID can help get onto the 

FASTER and ACES clusters as well!

https://identity.access-ci.org/new-user
mailto:help@hprc.tamu.edu
https://hprc.tamu.edu/kb/User-Guides/Launch/
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ACCESS ID Registration

Navigate to (link in Classroom):
https://identity.access-ci.org/new-user
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https://identity.access-ci.org/new-user
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Register with an Existing Identity
Click on the first option

6



High Performance Research Computing | hprc.tamu.edu

Choose Texas A&M University

● Start typing in 
“Texas A&M University”

● Select it when it 
appears (be sure not to 
select a different 
campus)
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Do The Thing

8
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Grace

9



High Performance Research Computing | hprc.tamu.edu

Getting on Grace

Apply for an HPRC 
Account on our 
homepage
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Accessing Clusters

Once you have 
accounts, the easiest 
way to access clusters is 
from the ‘Portal’ menu 
on our homepage.

Find our 
KnowledgeBase 
here
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End

Our homepage: https://hprc.tamu.edu/ 

HPRC Helpdesk email: help@hprc.tamu.edu 
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https://hprc.tamu.edu/
mailto:help@hprc.tamu.edu
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