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Lab I. JupyterLab 
(30 mins)

We will load required modules and activate 
virtual environment and run JupyterLab on 

HPRC ACES portal.

Lab II. Data Exploration 
(30 mins)

We will go through some  examples with 
two popular Python libraries: Pandas and 

Matplotlib for data exploration. 

Lab III Machine Learning
(30 minutes)

We will learn to use scikit-learn library for 
linear regression and classification 
applications.

Lab IV. Deep Learning
(30 minutes)

We will learn how to use PyTorch to build 
and train a  simple image classification 
model with deep neural network (DNN).

AI TechLab

01

02

03

04

Q&A
(5 mins/lab)

Figure 1. Structure of the AI TechLab.
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Lab I. JupyterLab
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NSF ACES
Accelerating Computing for Emerging Sciences

Our Mission:
● NSF ACSS CI testbed
● Offer an accelerator testbed for 

numerical simulations and AI/ML 
workloads

● Provide consulting, technical 
guidance, and training to researchers

● Collaborate on computational and 
data-enabled research.
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ACES Accelerators/Components 
Component Quantity Description

Graphcore IPU 32 16 Colossus GC200 IPUs, 16 Bow IPUs. Each IPU group hosted with a CPU server 
as a POD16 on a 100 GbE RoCE fabric

FPGAs:
   Intel PAC D5005
   BittWare IA-840F 

           2
           3

Accelerator with Intel Stratix 10 GX FPGA and 32 GB DDR4
Accelerator with Agilex AGF027 FPGA and 64 GB of DDR4

NextSilicon Coprocessor 2 Reconfigurable accelerator with an optimizer continuously evaluating 
application behavior.

NEC Vector Engine 8 Vector computing card (8 cores and HBM2 memory)

Intel Optane SSD 48 18 TB of SSDs addressable as memory w/ MemVerge Memory Machine.
NVIDIA GPUs:
   H100
   A30

          30
           4

For HPC, DL Training, AI Inference
For AI Inference and Mainstream Compute

Intel PVC GPUs 120 Intel GPUs for HPC, DL Training, AI Inference
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Refer to our Knowledge Base for more: 
https://hprc.tamu.edu/kb/User-Guides/ACES/Hardware/ 

https://hprc.tamu.edu/kb/User-Guides/ACES/Hardware/
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NVIDIA GPUS on ACES
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A30s support less intense workloads relying on 
numerical simulations and AI/ML methods.

H100s Support computationally intensive workloads 
employing numerical simulations and AI/ML methods. 

Specify in Slurm file:
#SBATCH --partition=gpu
#SBATCH --gres=gpu:<gpu type>:<number>



High Performance Research Computing | hprc.tamu.edu | NSF Award #2112356

Intel Data Center Max GPU 1100 GPUs
(PVC GPUs)
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Intel GPUs for HPC, DL Training, AI Inference

Specify in Slurm file:
#SBATCH --partition=pvc
#SBATCH --gres=gpu:pvc:<number>

See our command-line tool to check configuration:

$ show_pvc_features 
HOSTNAME AVAIL_FEATURES           GRES         STATE
ac010    gen4_fabric              gpu:pvc:4    mixed
...
ac024    gen4_fabric              gpu:pvc:8    idle
ac025    gen4_fabric              gpu:pvc:4    mixed
ac026    gen5_fabric              gpu:pvc:6    reserved
ac030    gen5_fabric              gpu:pvc:8    reserved
ac081    gen5_fabric,xelink4      gpu:pvc:4    reserved
ac082    gen5_fabric,xelink2      gpu:pvc:2    reserved
...

PVC training event (Link) planned 
for March 4th!

See also our Youtube channel for 
previous PVC training sessions!

https://hprc.tamu.edu/training/aces_intel_pvc.html


High Performance Research Computing | hprc.tamu.edu | NSF Award #2112356

Graphcore IPUs

www.graphcore.ai/bow-processors
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https://www.graphcore.ai/bow-processors
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docs.graphcore.ai/en/latest
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Graphcore IPUs

https://docs.graphcore.ai/en/latest/
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Accessing Graphcore IPUs
● SSH into poplar1 or poplar2 from ACES

○ [username@login ~]$ ssh poplar1

● Enable the SDK environment. See our KB for details:
○ hprc.tamu.edu/kb/User-Guides/ACES/Graphcore_Colossus_IPUs/ 
○ hprc.tamu.edu/kb/User-Guides/ACES/Graphcore_Bow_IPUs/ 

● Type gc-monitor to view the status of the IPUs:
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IPU training event 
(Link) planned for 
March 18th!

See also our Youtube 
channel for previous 
IPU training sessions!

Contact us first to be 
given access to poplar 
help@hprc.tamu.edu

https://hprc.tamu.edu/kb/User-Guides/ACES/Graphcore_Colossus_IPUs/
https://hprc.tamu.edu/kb/User-Guides/ACES/Graphcore_Bow_IPUs/
https://hprc.tamu.edu/training/aces_ipus.html
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ACES Portal

Open OnDemand (OOD) is an 
advanced web-based graphical 
interface framework for HPC users

HPRC Portal YouTube tutorials

ACES Portal portal-aces.hprc.tamu.edu 
is the web-based user interface for the ACES cluster

https://www.youtube.com/c/TexasAMHPRC/search?query=portal
http://portal-aces.hprc.tamu.edu
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Accessing ACES via the Portal (ACCESS)

Log in using your ACCESS or 
institutional credentials. 

Select the Identity Provider 
appropriate for your account.

12
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Get a Shell on ACES
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Click on “Clusters” menu →  _aces Shell Access
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Success!
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Welcome to the ACES login 
node.

Check which login node 
you are on. 
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Commands to copy the materials
● Navigate to your personal scratch directory

$ cd $SCRATCH

● Files for this course are located at 

/scratch/training/paces_Feb2025

Make a copy in your personal scratch directory

$ cp -r /scratch/training/paces_Feb2025 $SCRATCH

● Enter this directory (your local copy)

$ cd paces_Feb2025/ai_tech_labs
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Please skip the first 
two steps if you have 
done them.
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Go to JupyterLab Page
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JupyterLab Page
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Other fields:

Node Type: First available GPU
Number of GPUs: 1

Number of hours: 3
Number of cores: 3
Total memory (GB): 5

Option: Use a shared environment 
created by TAMU HPRC for this course

Path to the shared environment:
/sw/hprc/sw/Anaconda3/2024.02-1/envs/ai-labs
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Connect to JupyterLab
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Review and Exercise
● Log into ACES through ACES Portal (ACCESS)

● Copy the training materials to your $SCRATCH directory

● Launch JupyterLab app

● In the notebook named 01_Jupyterlab.ipynb, follow the instructions to import the 

required modules to make sure they have been loaded properly.
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Option 2 # clean up and load Anaconda
cd $SCRATCH
module purge
module load Anaconda3/2024.02-1

# create a Python virtual environment 
conda create -n ai-labs 

# activate the virtual environment
source activate ai-labs

# install required package to be used in the portal
conda install -c anaconda jupyter
conda install -c anaconda pandas
conda install -c conda-forge matplotlib
conda install -c anaconda scikit-learn
conda install -c conda-forge transformers
conda install pytorch torchvision torchaudio 
pytorch-cuda=11.8 -c pytorch -c nvidia

# deactivate the virtual environment
# source deactivate

Create a VENV

Install Python 
Modules

Activate the VENV 

Deactivate (when not 
used)

Load Modules

1 line
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Lab II. Data Exploration

21

https://pandas.pydata.org/
https://matplotlib.org/
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Data Structures

Pandas has two data structures that are descriptive and 

optimized for data with different dimensions.

● Series: 1D labeled array

● DataFrame: General 2D labeled, size-mutable tabular 

structure with potentially heterogeneously-typed 

columns
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Series in pandas
● One-dimensional labeled array
● Capable of holding any data type (integers, strings, floating 

point numbers, etc.)
● Example: time-series stock price data
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DataFrame in pandas
● Primary Pandas data structure
● A dict-like container for Series objects
● Two-dimensional size-mutable
● Heterogeneous tabular data structure
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Pandas Learning Objectives
After this lesson, you will know how to:

● Create a DataFrame

● Retrieve a Row or Column

● Drop Entries

● Index, Select, and Filter data

● Sort data

● Input and Output

JupyterLab Exercises
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Key Plotting Concepts in Matplotlib
● Matplotlib: Figure

Figure is the object that keeps the whole image 
output. Adjustable parameters include:

1. Image size (set_size_inches())
2. Whether to use tight_layout (set_tight_layout())

● Matplotlib: Axes
Axes object represents the pair of axis that contain a 
single plot (x-axis and y-axis). The Axes object also has 
more adjustable parameters:

1. The plot frame (set_frame_on() or 
set_frame_off())

2. X-axis and Y-axis limits (set_xlim() and 
set_ylim())

3. X-axis and Y-axis Labels (set_xlabel() and 
set_ylabel())

4. The plot title (set_title()) (Credit: matplotlib.org)
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Matplotlib Learning Objectives
After this lesson, you will know how to create:

● Scatter plot and Line plot 
● Subplots
● Color map 
● Contour figures 
● 3D figures 

○ Surface plots
○ Wire-frame plot
○ Contour plots with projections

JupyterLab Exercises
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Lab III. Machine Learning

28

https://scikit-learn.org/


Main Features of scikit-learn

Preprocessing 
data to prepare 
for modeling

Applications: 
Transforming input data 
such as text for use 
with machine learning 
algorithms. Algorithms: 
preprocessing, feature 
extraction, and more...

Preprocessing

Selecting 
models with 
parameter 
search
Applications: Improved 
accuracy via parameter 
tuning Algorithms: grid 
search, cross validation, 
metrics, and more...

Model Selection

Reducing the 
number of 
dimensions

Applications: 
Visualization, Increased 
efficiency     Algorithms: 
k-Means, feature 
selection, non-negative 
matrix factorization, 
and more...

Dimension Reduction

Grouping 
similar objects 
into sets

Applications: Customer 
segmentation, Grouping 
experiment outcomes 
Algorithms: k-Means, 
spectral clustering, 
mean-shift, and more...

Clustering

Predicting a 
attribute for an 
object

Applications: Drug 
response, Stock prices.       
Algorithms: SVR, 
nearest neighbors, 
random forest, and 
more...

Regression

Identifying 
category of an 
object

Applications: Spam 
detection, image 
recognition. 
Algorithms: SVM, 
nearest neighbors, 
random forest, and 
more...

Classification

Credit: icons are from The Noun Project under Creative Commons LicensesJupyterLab Exercises

https://scikit-learn.org
https://thenounproject.zendesk.com
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Lab IV. Deep Learning
Deep Learning
by Ian Goodfellow, Yoshua Bengio, and Aaron 
Courville
http://www.deeplearningbook.org/

Animation of Neutron Networks
by Grant Sanderson
https://www.3blue1brown.com/

Visualization of CNN
by Adam Harley
https://adamharley.com/nn_vis/cnn/3d.html
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http://www.deeplearningbook.org/
https://www.3blue1brown.com/
https://adamharley.com/nn_vis/cnn/3d.html
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Relationship of AI, ML, and DL

Artificial Intelligence

 

Machine Learning

 

Deep Learning

● Artificial Intelligence (AI)  is 
anything about man-made 
intelligence exhibited by 
machines.

● Machine Learning (ML) is 
an approach to achieve AI.

● Deep Learning (DL) is one 
technique to implement ML.
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Types of ML Algorithms
● Supervised Learning

○ trained with labeled data; 
including regression and 
classification problems

● Unsupervised Learning
○ trained with unlabeled data; 

clustering and association 
rule learning problems.

● Reinforcement Learning
○ no training data; stochastic 

Markov decision process; 
robotics and business 
strategy planning.

Supervised Learning

Reinforcement Learning

Unsupervised Learning

Machine Learning
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Machine Learning
Traditional Modeling

Machine Learning (Supervised Learning)
Sample 

Data
Expected 

Output

Computer Model

Data

Scientific 
Model

Computer Prediction

Model

Data
Computer Prediction
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Inputs and Outputs 
256 X 256 

Matrix

4-Element Vector 

DL model

1
2
3
4
5
6

A
C
T
G

M
F

With deep learning, we are searching for a surjective 
(or onto) function f from a set X to a set Y. 

X Y
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MNIST - CNN Visualization

(Image Credit: https://adamharley.com/nn_vis/cnn/3d.html)
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CNN Explainer

(Image Credit: https://poloclub.github.io/cnn-explainer/) JupyterLab Exercises
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https://poloclub.github.io/cnn-explainer/
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Need Help?

First check the FAQ: https://hprc.tamu.edu/kb/FAQ/Accounts 
− ACES user Guide: https://hprc.tamu.edu/kb/User-Guides/ACES 
− Email your questions to help@hprc.tamu.edu
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Remember the 
Dashboard!

u.ab123456 matlab 
p.sta220004.000

https://hprc.tamu.edu/kb/FAQ/Accounts/
https://hprc.tamu.edu/kb/User-Guides/ACES/
mailto:help@hprc.tamu.edu
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Need Help?
Help us help you -- tell us:

− Which cluster
− Username
− Job id(s) if any
− Location of your jobfile, input/output files
− Application used if any
− Module(s) loaded if any
− Error messages
− Steps you have taken, so we can reproduce the problem
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