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Cluster Status

Terra Events
Nodes 303/315 (96%)
Cores 7692/9324 (82%)
Jobs 509R-379Q
Ada

XSEDE Welcomes New Service Providers FEB 12 Short Course: Introduction to HPRC

Grace, A More Powerful Supercomputer FFER 19 Short Course: SLURM Job Scheduling
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High Performance Research Computing

An interdisciplinary research environment that
advances computational and data-enabled sciences,
engineering, and scholarship

Our Mission:
e Enable research and discoveries that advance science

and technology.
Enable computational and data-enabled research
activities of students, faculty, and staff at Texas A&M
University.
Provide consulting, technical documentation, and
training to support users of these resources.
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HPRC Services

Free of charge to all faculty, research staff, students and external
collaborators
Computing cycles and networking for researchers
Application is required for access
Staff consists of 15 professionals and 8 student workers
User Services
o Helpdesk: New user start-up assistance and general support
o Training: Short Courses, Workshops, & YouTube videos
o Advanced Support: Software installation and consulting
m Expertise in many science and engineering research domains
Access to state and national advanced computing resources
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High Performance Research Computing Clusters

Terra ViDaL Gracet |

Total Nodes

(Cores) 864 (17,596) 307 (8,512) 24 (1120) 925 (44,656)

20 cores 28 cores 40 cores 48 cores
General Nodes 64GB 64GB 192 GB 384GB

GPUs (K20) Compliant Computing GPUs
Features Phi GPUs (:fﬁf V) GPUs (V100) (A100, RTX 6000, T4)
Large Memory Nodes Large Memory Nodes Large Memory Nodes

Interconnect FDR10O InfiniBand Omni-Path 40Gb Ethernet HDR100 InfiniBand

Global Disk

5.6 PB 7.4 PB 2PB 89 PB
(raw)

*Retiring in Spring 2021 https://hprc.tamu.edu/resources ] TTesting and early user onboarding
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HPRC Training Short Courses
https://hprc.tamu.edu/training

/Primers: \ éhort Courses: \ ﬁhort Courses: \

Linux Python NGS Analysis

HPRC Clusters Scientific Python NGS Metagenomics
Data Management PyTorch NGS RADSeq/GBS
SLURM TensorFlow NGS Assembly

\Jupyter Notebook / MATLAB H.PRC Galaxy
Scientific ML Linux

Julia R

4 )
Technology Lab: CUDA Perl
Drug Docking Fortran

Using Al Frameworks Quantum Chemistry OpenMP

in Jupyter Notebook and more... wpl /
TR )\ J
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VIDEOS

Uploads PLAY ALL

| TRANSFERRING FILES
ONTAMU HPRC

6:33

HPRC Intro #12: Transferring
Files on TAMU HPRC

15 views *+ 3 days ago
cc

HPRC Intro: #6 The Modules
System

122 views * 5 months ago
cc

Texas A&M HPRC

251 subscribers

PLAYLISTS

CHANNELS

High ﬁ;é%forrﬁa'hce
Research Conmiputing
DlVlSlON'QF"‘RESEAR(;VH

.

DISCUSSION

Post-processing CESM model output
using Python-based utilities

HPRC Short Course: Post-
Processing CESM Model...

36 views - 3 months ago
cc

Accessing HPRC Clusters on a
Windows Machine

HPRC Intro #3: Accessing
Clusters from a Windows...

150 views * 6 months ago
cc

HPRC Short Course
Introduction to Python

HPRC Short Couse:
Introduction to Python

77 views * 3 months ago

HPRC Intro #11: Submitting a
Job Using LSF

142 views * 4 months ago

Assembly is difficult

NGS Assembly
60 views * 6 months ago
cc cc

NGS RNA Sequencing

98 views * 7 months ago

Linux Commands Have Options

HPRC Primers: Introduction
to Linux

80 views * 5 months ago

NGS Genotyping with
Sequencing

59 views * 7 months ago
cc

X HPRC

SUBSCRIBED

A | TEXAS A0M

HPRC Intro #8: Submitting a
Job Using SLURM

245 views * 5 months ago

cc

TEXAS A&M HIGH PERFORMANCE RESEARCH COMPU

tum Mechanics

Introduction t

HPRC Short Course:
Introduction to Quantum...

52 views * 7 months ago
cc
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Advanced Support Program

HPRC offers collaborations in research projects with a large computational component.
Under the ASP, one or more HPRC analysts will contribute expertise and experience in
several areas of high performance computing in a sustained and focused way.

Porting applications to our clusters
Optimizing and analyzing serial code performance
Developing parallel code from serial versions and analyzing performance

Optimizing serial and parallel I/O code performance
Assisting in the optimal use of mathematical libraries

Assisting with code development and design
Assisting with the improvement of workflow automation in scientific processes

If you are interested in a collaboration through our ASP program, please send us an e-mail at
help@hprc.tamu.edu.

ASP is supported in part by NSF award #1925764, CC* Team: SWEETER -- SouthWest
Expertise in Expanding, Training, Education and Research.
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Documentation

https://hprc.tamu.edu/wiki =

HPRC
Wiki

High Performance Research Computing TEXAS A&M

A Resource for Research and Discovery STNRRNEECRIS S e
HPRC Home Page

Wiki Home Page
Policies

Welcome to the TAMU HPRC Wiki issnig S » Contact Use?

Contact Us « Software « Usage Policies &

User Guides

Ada

Terra Announcements

Grace

00D Portal

Galaxy « New GPU nodes in the Terra cluster: Two new GPU nodes are now available in the Terra Cluster. Each GPU node has two Intel Skylake Xeon Gold 5118 20-core processors, 192 GB of memory and two NVIDIA 32GB V100 GPUs. To use these new GPU
nodes, please submit jobs to the gpu queue on Terra by including the following job directive in your job scripts:

« Grace Cluster Status: Cluster deployed, currently in testing and early user access mode.

Helpful Pages

AMS D tati
Ocmeniaton #SBATCH --gres=gpu:v100:1 #Request 1 GPU per node can be 1 or 2

Batch T lati P ies
s #SBATCH --partition=gpu #Request the GPU partition/queue

Software
File Transfer
Two Factor

Systems Getting an Account

:Z”ts » Understanding HPRC: For a brief overview of what services HPRC offers, see this video in our getting started series on YouTube.

« New to HPRC's resources? This page explains the HPRC resources available to the TAMU community. Also see the Policies Page ¢ to better understand the rules and etiquette of cluster usage..

oo » Accessing the clusters: All computer systems managed by the HPRC are available for use to TAMU faculty, staff, and students who require large-scale computing capabilities. The HPRC hosts the Ada, Terra, and Grace clusters at TAMU. To apply for or renew

hetlinks here an HPRC account, please visit the Account Applications= page. For information on how to obtain an allocation to run jobs on one of our clusters, please visit the Allocations Policy page. All accounts expire and must be renewed in September of each year.

Related changes

Special pages Using the Clusters
Printable version

Permanent link « QuickStart Guides: For just the "need-to-know" information on getting started with our clusters, visit our QuickStart pages. Topics discussed include cluster access, file management, the batch system, setting up a software environment using modules, creating
Page information your own job files, and project account management. Ada QuickStart Guide &, Terra Quickstart Guide, Grace Quickstart Guide &

« Batch Jobs: As a shared resource between many users, each cluster must employ a batch system to schedule a time for each user's job to run. Without such a system, one user could use a disproportionate amount of resources, and cause other users' work to
stall. Ada's batch system is called LSF, and Terra's batch system is called SLURM. While similar in function, they differ in their finer details, such as job file syntax. Information relevant to each system can be found below.

Ada/ LSF Batch Pages Terra and Grace / SLURM Batch Pages
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Available Software Modules

TEXAS A&M HIGH PERFORMANGE RESEARCH COMPUTING 1060

Home  User Services Resources Research  Policies Events  About  Portal

il N e -
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MUNPS -

Home Page:
https://graal.ens-lyon.fr/MUMPS/

SOFTWARE MODULES ON THE TERRA CLUSTER

Last Updated: Mon Nov 23 00:00:01 CST

Description:
A parallel sparse direct solver URL: https://graal.ens-lyon.fr/MUMPS/

| Notes:
The available software for the Terra cluster is listed in the table. Click on any software package name to get more information such as the availa

additional documentation if available, etc. Versions:
MUMPS/5.0.1-intel-2017b-parmetis

AES8 MUMPS/5.0.1-intel-2017b-metis
Show 10 7~ |entries Search:  mumps S€ MUMPS/5.1.2-intel-2017b-parmetis
MUMPS/5.1.2-intel-2017b-metis
MUMPS/5.2.1-foss-2018b-metis
MUMPS/5.2.1-foss-2019a-metis-seq
‘ MUMPS A parallel sparse direct solver URL: https://graal.ens-lyon.fr/MUMPS/ MUMPS/5.2.1-foss-2019a-metis
MUMPS/5.2.1-foss-2019b-metis
Showing 1 to 1 of 1 entries (filtered from 1,702 total entries) MUMPS/5.2.1-foss-2020a-metis
MUMPS/5.2.1-intel-2019a-metis-seq
MUMPS/5.2.1-intel-2019a-metis
MUMPS/5.2.1-intel-2019b-metis
MUMPS/5.2.1-intel-2020a-metis

Description

[ https://hprc.tamu.edu/wiki/SW:Modules ]
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Available Software Modules

[ https://hprc.tamu.edu/wiki/SW:Modules ]

-

MUMPS /

MUMPS/5 .
MUMPS/5.
MUMPS/5.
MUMPS/5.
MUMPS/5 .
MUMPS/5 .
MUMPS/5.
MUMPS/5.
MUMPS/5 .
MUMPS/5 .
MUMPS/5.
MUMPS/5.
MUMPS/5 .

N D NDDNDNDNDDNDDNDDNDDNDPREREPE OO

mla command to quickly search for
installed software:

[mouse@terra3 ~]$ mla mumps
Using /home/mouse/module.avail.terra

.1-intel-2017b-parmetis
.1-intel-2017b-metis
.2-intel-2017b-parmetis
.2-intel-2017b-metis
.1-foss-2018b-metis
.1-foss-2019a-metis-seq
.1-foss-2019a-metis
.1-foss-2019b-metis
.1-foss-2020a-metis
.1-intel-2019a-metis-seq
.1-intel-2019a-metis
.1-intel-2019b-metis
.1-intel-2020a-metis

~

-

Compilers: C++, Fortran,
intel, gnu, ...
openmpi, intelmpi
Python

Matlab

Paraview

Visit

Deal.ll

FFTW

ScalLAPACK

Gmsh

MUMPS

METIS

p4est

PETSc

SLEPC

Trilinos

~

Images: https://www.dealii.org/code-gallery.ntml

AJM Texas A&M University High Performance Research Computing https:/hprc.tamu.edu 11


https://www.dealii.org/code-gallery.html
https://hprc.tamu.edu/wiki/SW:Modules

TAMU HPRC OnDemand (Terra)  Filesv  Jobsv  Clustersv  Interactive Apps~  Dashboard~

= [ HPRC Portal

FigTree
@ 1Gv

OnDemand provides n integrated, sinle acce ;:z:wse - h tt pS://pO rta | . h p rc .ta mu .ed u

8 Mauve

I Structure

Message of the Day Tracer
GUI

IMPORTANT POLICY INFORMATION ANSYS Workbench

Unisuthorized £ HPRC 5 hibited gnd # Abaqus/CAE Home  User Services Resources Research  Policies Events  About | Portal
* Unauthorized use of resources Is prohibited and st

« Use of HPRC resources in violation of United States expa LS-PREPOST prohibited. Current HPR
residents. LS-PREPOST (workshop) g ' y R o] AdaPortal
* Sharing HPRC account and password information is in vi MATLAB ccounts will be DISABL ! i
e Authorized users must also adhere to ALL policies at: htt| 4
[/ ParaView
@ VNC
Il WARNING: THERE ARE ONLY NIGHTLY BACKUPS OF USER HO

Terra Portal

Quick Links

Chimera New User Information

# Coot Accounts
The Terra cluster will be unavailable from 9am to 6pm on Tuesday, ! maintenance will be perfc
scheduled if they will overlap with this ma\ntenancg window. 1 I Diffusion Toolkdt & TrackVis Il e
. EFSL Manage Accounts

User Consulting
\ [ Fiji

Open OnDemand ooy panng TEXAS A&M UNIVERSITY TO ACQUIRE A

Documentation

i
(0OD) Portal enables i soitvoe NEXT-GENERATION .COMPOSABLE HIGH AM E
rdvanced web and - PERFORMANCE COMPUTING PLATFORM |

g ra p h ica | i nte rfa Ce fO r = Jupyter Notebook Terra
= JupyterLab Portal

H p C U Se rS. @ RStudio Galaxy NSF Grant Supports Texas A&M'’s Acquisition (|
\ st Spark-Jupyter Notebook u“]smr smms H p R C po rta I

powered by Nawe

& SnDemand YouTube tutorials

Imaging

Terra Cluster Maintenance, March 23
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HPRC Open OnDemand Portal

https://portal.hprc.tamu.edu

Cc @ © & https://portal-terra.hprc.tamu.edu/pun/sys/dashboard/noVNC-1.0.0/vnc.htr: - === w Yo e & =

= "
=1 ParaView 5.8.0 (=[] e Compin TERRA TOOLBOX Request Software
File Edit View Sources Fiters Tools Catalyst Macros Help

R BB mna FRF I % Time:[o

CLUSTER STATISTICS SUMMARY
o
L e t .

Accounts
- Node Utiization
Pipeline Browser B® | Miayout#1® | +

. - = — — (R R——— A )
B IFEFEEETEE 8 A& ® Account Default Allocation Balance
@ @ Wavelet1

# @ Contourl ‘ faull
@ L@ Extractsubsetl 122853910111 Set Default 20000 0 20000

122853910233 Set Default 200000 198148.06 1851.94

~ Core Utilization
122853913205 default 5000 -3735.43 1264.57
premes Information

f ‘ 122853915531 Set Default 200000 50000 150000
Properties B8 {

Disk Quotas

Jobs
= Properties

Disk Disk Usage File Usage Limit
~ pisplay / - ‘ Running

¢ . ) /home 276 GB (27.59 %) 8882 (88.82 %) 10000
= View (Render V L - . 1 1 Pending
Axes Grid Iscratch 282.87 GB (27.62 %) 100574 (: ) 200000
Center Axes Visibility
Orientation Axes

v Orientation Axes Visibility | quota Increase

Hidden Line Removal

Camera Parallel Projection

Your Jobs

JobID T Name Partition
| <« Workspace 1 b ‘m ParaView 5.8.0 ‘ < » o011 |

Run GUI based software. You can start an interactive job, close your browser,log out of

your computer and login later on the same or different computer to continue working on
your interactive job.
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Advantages of Using the HPRC Portal

®GoTo.. >_OpeninTerminal = (3NewFile @ NewDir & Upload Show Dotfiles Show Owner/Mode
© | @ https://portal-terra.hpre.tamu.edu/pun/sys/shell/ssh/terra.tamu.edu

¢ /home/mouse/ 2. Phone call to XXX-XXX-1564
3. SMS passcodes to XXX-XXX-1564 (next code starts with: 1)
Documents ; . . .
@View || @ Edit || #zRenameMove @Copy || DPaste | % (UnjSelect Al Zass(ode or option (1-3): vvtbdtnjfflbeuinfcgefvttgkcgueknckkflhfienbn
Downloads uccess. Logging you in...
Last login: Mon Mar 15 17 4 2021 from 165.91.254.119
EDEM_2020

OpenFOAM modified date I
| Website:

Texas ASM University High Performance Research Computing |

|

| Consulting: help@hprc.tamu.edu (preferred) or (979) 845-0219 |
|

|

|

|

agui
drude_toppar_2018_10 <dir> | Ada Documentation:

4 Deskto <dir> 05/12/2017 | Terra Documentation:
globus-test B P ; g gyt | Grace Documentation:
ocuments; <dir>. | YouTube Channel
Downloads <dir> 07/29/2020
9% EDEM_2020 <dir> 01/16/2021
intel OpenFOAM <dir> 07/27/2020 ,
perls agui <dir> 06/17/2019 * - Unauthorized use of HPRC resources is prohibited and subject to

08/17/2020 * crininal prosecution.
* - Use of HPRC resources in violation of United States export control

groups

IRk R AR AR AR A A AR AAAAKRAR

posiiive dnids drude_toppar_2018_10 <dir>
globus-test <dir> 02/26/2021
groups <dir> 03/11/2021
Yasp v <dir> 06/17/2019
intel <dir> 11/20/2016
perls <dir> 01/14/2018
positive_drude <dir> 08/11/2016
scratch <dir> 03/09/2021
vasp <dir> 05/24/2020
cnt_sulfate_sw_prod.out 827b 05/16/2020
cvmfschecksum.atlas-condb.cern.ch 51b 02/20/2020
cvmfschecksum.atlas.cern.ch 51b 02/20/2020
ovmfschecksum.cms.cern.ch 51b 02/20/2020 The Terra cluster will be unavailable from 9am to 6pm on Tuesday,
denc.log 17.97mb 03/45/2021 March 23rd. Software and hardware maintenance will be performed during

drude_toppar_2018_10.tgz 593.67kb 03/17/2020 this downtime. Jobs will not be scheduled if they will overlap with
A T iy Y PO o . this maintenance window.

laws and regulations is prohibited. Current HPRC staff members are

scratch r
Us citizens and legal residents.

*
*
*
*
*

— Authorized users must also adhere to ALL policies at:
*

otk IRtk

To see these messages again, run the motd command.

Your current disk quotas ar

Create, delete, copy, edit, rename upload and FLCRIEL L el L
el oty Wi e e

important command

download files and directories on the HPRC clusters
using a web browser. Transfer files between your B
local computer and the HPRC clusters. Access the command line
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HPRC TAMULauncher

https://hprc.tamu.edu/wiki/SW:tamulauncher

tamulauncher provides a convenient way to run a large number of serial or multithreaded
commands without the need to submit individual jobs or a Job array.

-

run 7 commands
Jprog] ¢ de 1 #!/bin/bash per node with
:ggg% compute noae #SBATCH - -export=NONE each command
Jprog4 #SBATCH --Job-name=prog using 4 cores.
compute node 2 #SBATCH --time=1-00:00:00 R " 128
#SBATCH --nodes=10 equesting a
#SBATCH --ntasks-per-node=7 cores reserves
compute node 3 #SBATCH --cpus-per-task=4 entire node for
#SBATCH --mem=56G your job
tamulauncher #SBATCH --output=stdout.%]j
commands.txt compute node 4 #SBATCH --error=stderr.%]j -

commands.txt:

tamulauncher commands.txt
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Cluster Status

Terra Events
Nodes 303/315 (96%)

Cores 7692/9324 (82%) XSEDE Welcomes New Service Providers FEB 12
Jobs 509R-379Q

Ada

Short Course: Introduction to HPRC

Grace, A More Powerful Supercomputer FFER 19 Short Course: SLURM Job Scheduling
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HPRC Account Al

Allocation
Type

Who can apply?

Minimum
SUs per
Allocation
per
Machine

Maximum
SUs per
Allocation
per
Machine

Maximum
Total SUs
per
Machine

Maximum
Number of
Allocations
per
Machine

Allowed to
spend
more than
allocation?

Reviewed
and
approved
by

Faculty,
Post-Docs*,
Research Associates,
Research Scientists,
Qualified Staff,

Students*,

Visiting Scholars/Students*

Startup

Faculty,
Research Associates,
Research Scientists,

Qualified Staff

200,000

400,000

HPRC
Director

Research
(Ada)

Faculty,
Research Scientists,

Qualified Staff

300,000

8,000,000

8,000,000

Determined
by HPRC-
RAC

Research
(Terra)

Faculty,
Research Scientists,
Qualified Staff

300,000

5,000,000

5,000,000

Determined
by HPRC-
RAC

Note: '*' - requires a Pl

https:/hprc.tamu.edu/policies/allocations.ntml ]

ocations

Graduate Students & Postdoctoral
researchers can apply for a Basic
allocation.

Pls can apply for a Startup or Research
allocation and sub-allocate SUs to their
researchers.

.
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HPRC Account: Pl Eligibility

For the purpose of HPRC allocations, only active faculty members and permanent research
staff (subject to HPRC-RAC Chair review and approval) of Texas A&M System Members
headquartered in Brazos County can serve as a PlI.

Adjunct and Visiting professors do not qualify themselves, but can use HPRC resources as part
of a sponsoring Pl's group.
Note that:

e A PIlcan have more than one allocation.
e A user can work on more than one project and with more than one PI

[ https://hprc.tamu.edu/policies/allocations.html }
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Special Requests

[ https://hprc.tamu.edu/policies/allocations.html ]

e Dedicated Use
o Requests for dedicated cluster use require the approval of the Director.
o Toinitiate the process, please send e-mail to the HPRC help desk at
help@hprc.tamu.edu

e Special case allocations
o 20% of common SUs are reserved for special case assighnments
o Example special case assignments
m  working with HPRC staff on new capabilities of general value to research
communities across campus
m new faculty startup
m other operations that go beyond normal research projects
o Granted by the Director or the VPR.
e Committed Allocations
o Plswho have contributed to the HPRC infrastructure via the “condo” contributions will also
have committed allocations related to their contributions which are outside the common
pool.

iJM Texas A&M University High Performance Research Computing https:/hprc.tamu.edu 19
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Terra: Examples of SUs charged based on
Job Cores, Time and Memory Requested

A Service Unit (SU) on Terra is equivalent to one core or 2 GB memory usage for one hour.

Number of GB of memory Total Memory Hours SUs charged
Cores per core (GB)

1 2 2 1

1 3 3 2

1 56 56 28
28 2 56 28

GPU jobs are are charge 28 SUs per hour
Unused SUs expire at the end of each fiscal year (Aug 31) and must be renewed

[ hprc.tamu.edu/wiki/HPRC:AMS:Service_Unit }
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HPRC Cluster Queues

GLUSTER STATUS HISTORY

NOTE: Data for this graph is only updated every ten minutes.

Number of days: X-axis interval:

Systems:

Cluster Status

e ’ Terra

Statistic:

Nodes 277/315 (88%)
Cores 6035/9324 (65%)

Update Graphs
Ada

— Terra

Percentage of Nodes in Use

Nodes 762/775 (98%)
Cores 10892/15768 (69%)
Jobs 613R-1043Q

|::> Historical Status
[mouse@terra2 ~]$ sinfo

PARTITION AVAIL TIMELIMIT JOB_SIZE NODES (A/I/O/T) CPUS(A/I/0O/T)
short* up 2:00:00 1-16 254/1/1/256 5428/1712/28/7168
medium up 1-00:00:00 1-64 254/1/1/256 5428/1712/28/7168
long up 7-00:00:00  1-32 254/1/1/256 5428/1712/28/7168
gpu up 3-00:00:00  1-48 24/26/0/50 617/775/0/1392
vnc up 12:00:00 1 22/26/0/48 569/775/0/1344
xlong up 21-00:00:00 1-32 254/1/1/256 5428/1712/28/7168
low priority wup 1-00:00:00 l-infinite 276/27/1/304 5997/2487/28/8512
special up 7-00:00:00 l-infinite 276/27/1/304 5997/2487/28/8512
knl up 7-00:00:00 1-8 0/12/4/16 0/840/280/1120

https:/hprc.tamu.edu/wiki/Terra:Batch_Processing_SLURM
https:/hprc.tamu.edu/training/slurm.html
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FASTER

Fostering Accelerated Scientific
Transformations, Education, and

Research

Available summer 2021

Equipped with NVIDIA Al100, and T4/T4-Next GPUs for Al/DL/ML

workloads. Each node can access 16+ GPUs.
Adopts the innovative LIQID composable software-hardware

approach combined with cutting-edge technologies.
Funded by NSF MRI grant #2019129 ($3.09M + $1.32M TAMU match)
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HIGH PERFORMANCE
AllM | RESEARCH COMPUTING
TEXAS A&M UNIVERSITY

https:/hprc.tamu.edu

HPRC Helpdesk:

help@hprc.tamu.edu
Phone: 979-845-0219

Help us help you. Please include details in your request for support, such as, Cluster
(Grace, Terra, Ada, VIDAL), NetID (UserlD), Job information (Job id(s), Location of your
jobfile, input/output files, Application, Module(s) loaded, Error messages, etc), and
Steps you have taken, so we can reproduce the problem.
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