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Description

In the oil and gasindustry,gas,oil, water and sandparticlesall normallyexistin

a reservoir Oil and gascompaniesneedaccurateinformation on the location of

oll within porousmedia(suchasrock and sand)to help them determinewhere
to drill andto evaluateexistingolil reservoirs It is alsoimportant to know where
extensivesanddepositsexist within porous media Thereforethere are lots of

data processingand physics computing in analyzingthe situation of the

reservoir With new methodsavailableto addresscomplexphysicalphenomena,
and advances in powerful computing platforms, the ability to model
fundamental flow physics at high resolution becomes both essential and
possible It offers the promise of developingreduced order models for large
scaleprocesseghat retain the fundamentalphysican a rationalmanner[1]. Fig

1 showsthe geometryof a 3D digital porousmediasample

Fig. 1 Structure of micfpores in oil reservoir

Forsimulatingcomplexmultiphaseflows in oll reservoirsa mathematicalmodel

was developedto describethe multiphaseflow in the oil reservoirbasedon

OpenFOAM?Z2]. In the multiphaseflow model usedin this study, every single
fluid phasewas presentedby NavierStokesfluid flow governingequationsand

solid particleswere presenteddirectly by the Lagrangiammotion equationusing
discrete particle model (DPM) Therefore the mathematical model for the

multiphaseflow is a coupled EulerianLagrangiammodel Furthermore,in the

multiphase flow model, the VOF (void of fluid) method was introduced to

capture the interface between fluid phases Due to the EulerianLagrangian
coupling,the couplingbetween discrete particle model (DPM)and volume of

fluid (VOF)method was also developedfor this multiphaseflow model Fig 2

showsthe validatingsimulation of solid particlespassingthrough the oil layer

andwater layerwith gasbubbles

Thesolid particleswith gaswere injectedinto the inlet hole at
the bottom. First, the gasparticles passthrough the water
layer in the inner riser, then enter the oll layer, and are finally
thrown out off the free surfaceat the top of oil surface During
the processingof solid particles thrown out off the free
surfaces,some of the water and oil droplets may also be
carried out into the air. Due to gravity, these heavy particles
with liquid droplets fall down into the oil layer and
subsequentlyinto the water layer again outside of the inner
riser. This processingis a gasolil-water-particle 4-phase flow
which was simulated by the multiphase flow model with
coupledDPMandVOFRdevelopedfor this study.

Fig. 2 Multiphase flow simulation by coupled DPM and VOF

In the oll reservoir the flow normally is a multiphase flow
Including gas, oil, water and solid particles Therefore the
simulation should be physically realistic for gasoil-water-
particle 4-phaseflow, i.e. the 4 phasesflowing together pass
through the porous media with a micro-pore structure
Becausedhe flow processs very complicatedandthe structure
IS alsocomplex,the simulationis very time-consumingat large
scale It usuallyrequiresa powerful supercomputento perform
these numerical simulations In this study, the numerical
simulations were performed on /vsS d&hdeavorcluster [3]
with Intel XeonPhi <v ] P 4. andingcards(KNL)at the same
time with the optional optimizationsfor HPC

Intel Parallel Computing Centerd

Fig 3 showsthe u} o [eomputational performance with
vectorization optimization (green) and without vectorization
optimization (red) for simulatingthe gasoil-water-particle 4-
phase flow passingthrough the porous media From the
comparisonshownin Fig 3, it canbe seenthat KNLis ableto
perform and optimize computations for such complex CFD
simulations

Fig. 3 Speed up of Intel Xeon Phi Knights Landing card (KNL)
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Clusters at High Performance Research Computing (HPI

Terra: 307-node Lenovo x86 Cluster
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Picture shown mix of Curie and Crick nodes.

Terra is a 8,51-2ore Lenovo commodity cluster with

304 compute nodes based on Intel's-bd 14-core
Broadwellprocessors and 64 GB memory.

Among these nodes, 48 nodes have diesla K80

GPU each and 128 GB memory.

In addition, there are 3 login nodes (one with GPU),
each with 128 GB of memory.

The interconnecting fabric is based on tinel
OmntPathin a twolevel fattree topology.

3 PB (raw) IBM Spectrum Scale (GPFS) file system via

48 Special Purpose 28-Core Nodes
w/ Tesla K80 GPU

Broadwell Node

128 GB DRAM

N—

A Curie is an 768ore IBM Power7+ cluster with
nodes based on IBM's @it 16-core Power7+

A In addition to the 48 nodes are 2 login nodes with

A Curie's file system (GPFS) and batch scheduler (LSF)

Ada:

2 Fast Data Transfer |
Nodes w/ 40 Gbps

2071 Core
lvyBridge Node
64 GB DRAM
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1 GPU, 2 GPUs, or 2 PHIs
256 GB DRAM
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792 64 GB 20-Core Nodes

860-node IBM x86 Cluster

Adais a 17,500-core, 860-node cluster with:

A 837 20-core compute nodes with two Intel 10-core
2.5GHz lvyBridge processors.

A Among these nodes, 30 nodes have 2 GPUs (K20)
each and 9 nodes have 2 Phi coprocessors.

A 15 compute nodes are 1TB and 2TB memory, 4-
processor SMPs with the Intel 10-core 2.26GHz
Westmere processor.

A 8 20-core login nodes with two Intel 10-core 2.5GHz

lvyBridge processors and 1 GPU, 2 GPUs, or 2 Phi

coprocessors

Nodes are interconnected with FDR-10 InfiniBand

fabric in a two-level fat-tree topology.

4 PB (raw) IBM Spectrum Scale (GPFS) file system

via GSS26 appliance.

Platform LSF as scheduler.

2 nodes with 40 Gbps link to Internet2 (Science DMZ)
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15 Extra-Large Memory 40-Core Nodes
11 1TB + 4 2TB

2071 Core
IlvyBridge Node 4071 Core 4071 Core
64 GB DRAM Westmere Node Westmere Node
1 TB DRAM 2 TB DRAM

< Storage O

IBM GSS26
4PB (raw)

IlvyBridge Node

256/64 GB DRAM
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Picture shown mix of Curie and Crick nodes.

2071 Core 2071 Core
IvyBridge Node
2 PHIs

64 GB DRAM

2071 Core
lvyBridge Node
256 GB DRAM

2 GPUs

45 Special Purpose 20-Core Nodes:
30 w/2 GPUs, 9 w/2 Phis, 6 w/no accelerator (256 GB)

Crick: 25-node POWERT7+ cluster

A Crick is a 368ore IBM Power7BigDatacluster with nodes
based on IBM's 6#it 16-core Power7+ processors.

A Included in the 23 nodes areBigSQIlnode with 256GB of
memory per node and 14TB (raw) of storage and 22 data
nodes with 14TB (raw) storage for GHHE and local
caching.

A In addition to these nodes are 2 login nodes with 128GB of
memory per node,

A Crick is primarily used for big data analytics (IB/MSphere
BiginsightsData Explorer Resource; Query Routing for

InfoSphereData Explorer).
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