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Omnibond 
History & 

Background

Sprouted from Academia (Clemson)

The principals have over 40 years 
combined experience in facilitating and 
supporting academic and corporate 
research using large-scale computing 
and data handling.

Technology & Product Experience:
○ Expert Library Manager (ExLM)

○ Identity Manager 
(Novell, Microfocus, opentext)

○ TrafficVision (DOTs, Tollways)

○ OrangeFS (orangefs.org)

○ Adaptive Framework(AFW.tools)

○ CloudyCluster 
(We want “all this” but on-prem)

○ ProjectEuerka

Omnibond
a customer-focused software 
product engineering and 
support company



Free for 
non-commercial R&E

- Part of the business model
- Support, services, customization and future 

premium add-ons will be available

Looking for Beta Test 
Sites

Integrated tools for:
Data - Compute - Interactive



AI-Driven Transformation Platform
Unleash innovation with an AI platform built for 
workgroups and projects. -- throughout the 
enterprise

Virtual Desktops for Science & Engineering
Run advanced applications alongside your data, 
effortlessly.

Flexible Deployment, Anywhere
On-prem or multi-cloud—send data and workloads across 
Kubernetes, AWS, Azure, Google Cloud, and Slurm.

Seamless Data, Workload and Compliance Control
Orchestrate AI, simulations, and compute where your data 
lives or transfer data to where your GPUs are.

 AI Supercomputer Anywhere



in 4 Part Harmony

Multi-Cloud & 
On-Prem

Multi-Site
Data Orchestration

Project 
Organization

Workload 
Orchestration



Multi-Cloud & On-Prem

OmniScheduler

OCP



Project Centric 
User Management
and 
Application 
Configuration

https://docs.google.com/file/d/1aJUIgeDItHCrLprSpRii8Rk2TH2mviU3/preview


Data Adjacent 
Application 
Deployment

Jupyter 
Notebook
Example

https://docs.google.com/file/d/1Zy9YSPllKw-70rMTZuVdEV0Oy3VNAR6w/preview


Data Adjacent 
Application 
Deployment

Linux Desktop
Example

https://docs.google.com/file/d/1ZvkJPFoCoY0YIFOSu5WHQhvWCLtJ4WkW/preview


Multi-Site
Data Management

Multi-Site
Storage Manager
UI

Object Storage 
and Mounted 
File System 
Compatible

https://docs.google.com/file/d/1wNDmI4ulz6YEdi5Du20WbCAhD8lmfQT1/preview


Multi-Site
Data Management

Workload 
Controlled 
Data Staging

Or

Data Centric 
Workload Control

#Data Staging as part of workloads

"source_path": SRC_DIR,
"destination_path": DST_DIR,
"action": "copy",
"overwrite": OVERWRITE
"type": "OCLTransferJob"



K8s

Architecture 
supports future 
computational 
and storage 
connections

AI Supercomputer Anywhere
Connecting professionals, 
data, and gpu resources
anywhere 

GPU

GPU

GPU

It's like a transportation hub that connects 
professionals, data, and AI Supercomputers Anywhere



https://aws.amazon.com/blogs/aws/natural-language-processing-at-clemson-university-1-1-million-vcpus-ec2-spot-instances/

Google HPC Blog Post
Kevin Kissell
Technical Director,
Office of the CTO
Nov 18, 2019

https://cloud.google.com/blog/topics/hpc/clemson-experiment-uses-2-1-million-vcpus-on-google-cloud

Google Blog Post

Kevin Kissell, Technical Director,
Office of the CTO

Urgent HPC can Burst Affordably to the Cloud
https://www.nextplatform.com/2020/01/08/urgent-hpc-can-burst-affordably-to-the-cloud/

● 133,573 GCP Instances at peak
● 2,138,000 vCPUs at peak
● 6,022,964 vCPU hours

Processed 2,479,396 hours (~256TB) of video data

●  ~4 hours of runtime
● ~1M vCPU within an hour
●  ~1.5M vCPU within 1.5 hours
●  2.13M vCPU within 3 hours

Total Cost: $52,598.64 USD
Average cost of $0.008 USD per vCPU hour

Scaling Projects

https://cloud.google.com/blog/topics/hpc/clemson-experiment-uses-2-1-million-vcpus-on-google-cloud
https://www.nextplatform.com/2020/01/08/urgent-hpc-can-burst-affordably-to-the-cloud/


https://docs.google.com/file/d/1ptFEtrPN2lhqNs4VSmkEftfxEguoi3VK/preview


Real-Time AI

Kevin Kissell, Technical Director,
Office of the CTO

CustomersCustomers



Per User NGiNX 
(Runs as each individual user)

Eureka-UI

Server Frontend
(runs as Apache User)

Functions
User Authentication

Reverse Proxy

HTTPS/WSS

Passenger

IPC Sockets

HTTPS/WSS

Per User 
JWTShibboleth

Entra

User-Level Security Architecture (Based on Open OnDemand)

OmniSched
OCP



K8s

User Interaction
Multi-Cloud Storage Manager UI
Project based security
Interactive Virtual Applications

Project Oriented Architecture

OmniScheduler

OCP

Training

SimulatedData

Fine-Tuning

Inf
ere

nc
e

Interactive

Model

Staging

Instrument
Data

Interactive

Project:
Simulations generating AI training data

GPU

GPU

Project:
Real-time Instrument data with interactive applications

Project:
AI model staging for distributed inference

Behind the Scenes
Elastic GPU Compute
Data Staging 
Batch AI Training
Simulations
Inference



Thank You!
Questions?

Please Connect!
Boyd Wilson
Boyd at omnibond.com
linkedin.com/in/boydwilson
x.com/boydwilson
Instagram.com/boydfryguy

Beta Sign Up: projecteureka.ai


